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12. When technology becomes 
harmful. The contribution           
of designers at a crossroads 
between fashion, digital        
and ethics

12.1 The power of AI
When facing the latest advancements of digital technologies, we of-
ten feel divided between the excitement of exploring unprecedented 
innovations and the fear of being overtaken by the technologies 
themselves. As one of many, Artificial Intelligence (AI) today ignites 
alively debate between scholars and a diffused enthusiasm 
in the technological business world. After the inital theorization 
and field experiments with AI in the 1950s (McCarthy et al., 1955), 
for decades it was just considered a possibility of the future, 
alternating moments of euphoric optimism to others of disillusion 
and research stasis. Today, the high calculation capacity of comput-
ers has allowed governments and companies to extensively leverage 
on AI to develop systems, services and products. 

AIs are defined as non-biological entities that are capable of learn-
ing independently, thinking in a simple way, and consequently acting 
without being supervised (Holmquist, 2017; Crawford, 2021; Kieslich et 
al., 2020). They can operate in a wide variety of urban spaces 



CHAPTER 12192

and domains (Crawford, 2021), taking the most diverse forms 
and effects, and consequently leading to unprecedented oppor-
tunities and challenges (Verganti et al., 2020), but also to risks and 
unpredictable implications (Bertolaso and Marcos, 2023; Roco, 2016). 
This makes them perceived by most human beings still as opaque and 
out of control (Kieslich et al., 2020), and they generate a complex set 
of expectations, ideologies, desires, and fears (Crawford, 2021). 

The way AIs work is, however, easily understandable: they collect 
data, then iteratively analyze and classify them through models and 
parameters given as initial input by humans. From the data they build 
algorithms used to process more data. The more data AIs take, the 
more performative the algorithm and the more precise the outcome.

Thus, data used to train AIs and perfect the algorithms became 
a primary resource of economy (Fuad-Luke, 2009; Zuboff, 2019) 
and are used by companies as a market lever to make money from 
bets on the behaviour of future users. What is demanded for people 
is where and how data are retrieved: the answer is they are usually 
stored in publicly accessible datasets, built with images collected in 
public spaces or uploaded by people on social media feeds (Crawford, 
2021). When they get old, Crawford continues, these collections 
of data are seen merely as infrastructure, and no attention is paid 
to the fact they can contain personal or potentially damaging data. 

Moreover, AI systems classify data with labels that are biased by 
the categories provided by humans. These flawed labels are used 
to recognize human identity, gender, and race, but they result in being 
racist and discriminatory, as they leave behind the complexity 
of subjectivity while they build biased hierarchies and boundaries 
for our society.

This would be enough to raise ethical concerns, but there 
is more: among the several applications of AI are facial recognition 
and the collection of biometric data. Biometric data are personal 
data resulting from specific technical processing relating to 
the physical, physiological, or behavioural characteristics of a person 
(e.g., facial images or fingerprint data), which allows or confirms 
the unique identification of that person (Privacy Plan, 2021). 
Cameras can capture the facial signature and collect data in public 
spaces or private spaces open to the public, without any form 
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of consent or dissent (Kohnstamm, 2012). With institutions not yet 
offering sufficient guidance and regulations in the field, most people 
don’t know when and where data are collected: the result is a tendency 
not to protect our uniqueness and little awareness of the deployment 
of this technology (Ada Lovelace Institute, 2019; Pew Research Center, 
2019), which becomes discriminatory and harmful for a number 
of human rights (Amnesty International, 2020).

Rooted in the first military applications of AI which had the logic 
to find and punish offenders, this raises strong legal and ethical 
concerns on the privacy and autonomy of people when this enters 
everyday life automatic identification, together with fear and urgent 
need for protection (Quintarelli, 2020).

However, this is not AI’s responsibility. If it is true that in AI what 
is intelligent is not artificial and what is artificial is not intelligent 
(Bertolaso and Marcos, 2023, p. 10), machines do not act neutrally 
and autonomously without human directions, and human intention is 
at the center of the debate. To Crawford, AI systems are «embedded 
in social, political, cultural, and economic worlds, shaped by humans, 
institutions, and imperatives that determine what they do and how 
they do it» (Crawford, 2021, p. 211). For Quintarelli (2020), AI does not 
behave ethically or unethically as it has no idea what ethics is: 
humans must oversee whether its results are aligned or conflicting 
with ethical principles. This vision is strongly challenged by the fact 
that AI systems are designed to benefit the institutions and corpo-
rations they serve, and in this sense, they are «expressions of power 
that emerge from wider economic and political forces, created to 
increase profits and centralize control» (Crawford, 2021, p. 211).

If, as human beings, we see the concrete risk as lying in weakness, 
and we rely on legislation to protect ourselves or on philosophy to 
understand the ongoing changes, how do we position ourselves as 
designers? How could we contribute to the typical human-centric 
approach when technologies are so harmful for our human identity? 
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12.2 The role of design
Privacy is such an urgent issue that legislators and scholars have 
investigated it extensively, and the protection of personal data today 
is discussed in terms of human dignity and personal identity, 
with citizens described as interested parties (Floridi, 2022). 
The contribution of design in the context has, however, received 
much less attention (Wong and Mulligan, 2019). Privacy protection 
is a strongly technology-based field, in which dominant engineering 
approaches assume that privacy is predefined and does not need 
to be challenged at the design level. Only in recent times has design – 
especially critical design and partially service and UX design – started 
to explore the topic, more in a dimension of social-political activism 
and criticism against surveillance capitalism (Zuboff, 2019) 
than in the design of producible solutions. 

Privacy by Design (PbD), theorized by Cavoukian (2009) in 
the 1990s as a set of principles to guide companies in adopting 
privacy protection in an integrative way, has recently been included 
in the General Data Protection Regulations (GDPR) (ART. 25). 
This introduces the human-centred design approach in the field 
of personal data protection and requires EU organizations and system 
developers to include all the principles of data protection in their 
design processes. To Felzmann et al. (2020), the legal legitimation 
of PbD opens space for inclusion of other design principles guided 
by values in the field of computer science and AI, as Friedman et al.’s 
(2008) Value-Sensitive Design (VSD) methodology, or the envisioned 
concept of Trasparency by Design (Felzmann et al., 2020).

Floridi (2022), a professor of philosophy and ethics of information, 
believes that our era is, more than any other, the age of design, since 
digital is providing immense freedom to restructure and organize 
the world in a multitude of new ways. This is a promising statement if 
we follow Simon’s definition of design where to design is to «devise 
courses of action aimed at changing existing situations into pre-
ferred ones» (1982, p. 129). We, designers, could have a multitude of 
opportunities and tools to realize our purpose. 

If we still seem to lack a collective human project for our digital age 
(Floridi, 2022), from the standpoint of designers we see design itself 
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as one of the critical drivers of innovation when navigating the ongo-
ing transition (Bertola et al., 2021). This is due to its capacity to link 
technological systems with cultural and societal evolution and to its 
approaches based on users’ and societal values. Indeed, design has 
always been a human-centric discipline, which is good guidance for 
a twin transition where digital goes together with sustainability that 
includes human beings and the rights of humans and non-humans.

Given these premises, in the next sections we question 
the possibility of designing in the anti-surveillance field, combining 
the critical part with the pragmatic-functional dimension. 

To address the ethical concept of individual privacy, the presented 
research adopts a multi-layered systemic approach, framed at 
a crossroad between fashion and textile-knitwear design with 
engineering for AI, computer vision and machine learning. 
In such complexity, the human-centric approach is contaminated by 
the contribution of other disciplines in an advanced co-design pro-
cess that uses digital technologies to generate a fashion product that 
protects the identity of the wearer from harmful digital surveillance.

The cultural assets of fashion, that shape individual and social 
identities through the material and immaterial values of its products 
(Crane & Bovone, 2006; Crane, 2012; Bertola, 2021), are combined 
with the high precision of machines and the acute complexity 
of technology in the textile-knitwear field, that open perspectives on 
innovative technical performances for the development of advanced 
products, also in fields other than fashion.

Through this combination of fashion and knitwear design, 
and a collaborative effort with engineering for AI, the research devel-
oped an adversarial textile made with computerized knitting machines 
and resulted in Cap_able, a collection of clothes that embed algo-
rithm-generated adversarial images, able to deceive facial recognition 
systems. These are garments that protect people from AI while making 
them aware, and at the same time visible to other human beings 
(Didero and Conti, 2022).

By reading the methods, process and the results of the research, 
we reflect on how designers work in handling the expertise 
of engineering researchers, experts in ethics, policies, and knitting 
technologies, and in combining them with the contribution of ma-
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chines not just in the development of a fashion product, but in the 
search of a multifaceted solution to such a complex global issue.

We observe and question how much space is left for design 
thinking if a part of the creation is left to algorithms? What is the 
object of design? And how does the process itself still lie in the hand 
of designers with so many external inputs to deal with? 

The ultimate goal is to observe how the methodologies of design 
foreground the ethics of design practice, and how such research 
can potentially reveal hidden agendas and values, and explore 
alternative design values (Bardzell and Bardzell, 2013). We explore 
possible directions for designers to place themselves at the boundary 
between AI engineering, fashion design and textile-knitwear technical 
knowledge, without forgetting the ethical aspects, and to think of 
themselves as «an essential creative engine real-time informed about 
the impacts, actions and reactions of its surrounding cyber-physical 
ecosystem» (Bertola et al., 2020, p. 61). 

12.3 Exploring the boundaries of fashion 
and AI collaboration 
Fashion design and AI engineering are combined systematically to 
create an adversarial textile that can fool facial recognition systems. 
This intersection between fashion and engineering indissolubly 
weaves the indulgent domain of design and the logical savvy 
of Artificial Intelligence, orchestrating the genesis of an original breed 
of adversarial textile-sartorial engineering for cloaking individuals 
against their surveillance. As William Gibson aptly prophesied with 
Zero History’s Ugly T-shirt, Cap_able seeks such an effect; that is, 
visibility-disruptive garments whose already problematic registry 
and retention by surveillance systems efface them (Gibson, 2010). 
Cap_able epitomizes this vision by seamlessly blending design, 
technology, and ethics.  

Central to this fusion is the potential integration of Jacquard tech-
nology, a pivotal step that transcends adversarial digital images into 
tangible, physical solutions. This marks a significant shift, emphasizing 
the importance of the Cap_able design process – a journey orchestrat-
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ed collaboratively by designers, engineers, and textile technologists. 
The process unfolds in ten distinctive phases, each revealing 

the intricacies of how this collaborative effort navigates the realms 
of creativity, innovation, and functionality. 

1.	 Image Creation: computer science engineers create genera-
tive adversarial networks (Didero and Conti, 2022) to obtain 
digital images. These images form the first phase in the adver-
sarial textile that is being designed to fool facial recognition. 

2.	 Testing Digital Images: digital images are rigorously tested 
by using masks to round out colour and photographic 
detail. Ultimately, the goal is to have a digitized textile that 
outsmarts facial recognition algorithms. 

3.	 Boosting Adversarial Images: from the digital test results, 
the team identified areas that need improvement. 
The objective is to fine-tune algorithms such as YOLO, 
among other versions, to ensure the adversarial images 
are compelling (Didero and Conti, 2022). 

4.	 Image Transfer on Fabric: once an optimal digital image is 
achieved, designers transfer it onto fabric. This phase is 
accomplished through different fabric types and scales 
of the digital image, which requires careful consideration 
to produce the desired effect (Figure 1).

5.	 Designers’ Fabric Elaboration: in that case, designers adapt 
and transform the adversarial digital image to suit the fabric 
they selected for their garments. Their creative input ensures 
that the concept depicted digitally can be transformed into 
something wearable and tangible. 

6.	 Involvement of Fabric Technicians: fabric technicians utilize 
Jacquard technology and computerized knitting machines, 
producing complex textiles that enhance the adversarial 
image’s depth and texture (Figure 2).

7.	 Pattern Placement and Optimization: strategic placement of 
the modified textile on patterns or knitting machines allows for 
efficient use of materials, while optimization techniques help 
increase cost-effectiveness and reduce material wastage. 

8.	 Garment Manufacturing: the changed cloth enters 
the garment- manufacturing stage. The clothing pro-
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duction occurs along predetermined lines, seamlessly 
merging with the adversarial fabric (Figure 3).

9.	 Real-time Object Recognition Testing: complete testing is 
done under real-life scenarios using object recognition soft-
ware (Figure 4).

10.	 Data Collection and Iterative Refinement: data are collected 
depending on test findings and how effective adversarial 
textile was in protecting the wearer from facial recognition 
attacks. This enables experts to refine and improve inputs 
made into models. This cycle is aimed at constantly improving 
robustness within a digital environment.

Figure 1.
Technician working on 
transferring the digital 
adversarial attack into a 
Jacquard fabric.
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What we notice in this process is how, through creative and coopera-
tive methods, Cap_able positions designers as essential contributors 
to the relationship between design, technology, and ethics. It signals 
a shift in the paradigm where designers go beyond their traditional 
roles and become sense-makers in a technology-saturated environ-
ment. This role extends beyond controlling the aesthetics of garments 
or their practical use as objects to cover our bodies. Designers now 
navigate through algorithmic iterative loops that orchestrate col-
laborative human and digital expertise networks. Cap_able debunks 
traditional design practices by introducing new modalities into 
established textile-knitwear design processes.  

In this renewed scenario, designers maintain control of the cultural 
and communicative power of fashion: the bright colours and the 
shapes of the garments generated by AI serve a practical purpose in 
telling how the collection is a physical capsule of intangible techno-
logical achievements, and how it is meant to be significantly visible 
to human eyes but hidden to the eye of facial recognition cameras. 

It is provocatively an AI camouflage, generated by AI, and this adds 
another layer of complexity: designers can play with such 
a metaphorical mirror, reflecting the potential pitfalls of technology 
left unchecked. It underscores the neutrality of technology itself 

Figure 2.
Shima Seiki 

computerized knitting 
machine, used for 

prototyping. 
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and emphasizes the critical role of human decision-making in antic-
ipating and mitigating its impacts. The action of designers through 
a fashion-forward approach, makes the collection more than a 
product; it transforms it into a dynamic statement, urging thoughtful 
consideration of technology’s role in our lives. In an era dominated 
by digital progress, this transparency captures and encompasses 
the current state of technological progress. It is a testament to 
the convergence of fashion and AI, and it shows the extent to which 
these fields have converged.
Moreover, the research puts designers at the forefront of ethical 
issues, as in this case, human-centredness in a world in which AI 
replaces the human essence. AI, just like any technological advance-
ment, should be used consciously; never should it operate outside 
human agency (Buolamwini, 2023). This is precisely where Cap_able’s 
project stands: using AI and technology as a tool to coordinate 
a product designed by people for people, it envisions a future where 
designers play a pivotal role in shaping ethical technology 
and asserts the importance of human control amid ongoing 
technological advancements. 

Figure 3.
Knitted panels and 
Cap_able garments.

Figure 4.
Technology Test with 
YOLO (You Only Look 
Once).
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12.4 From sense-makers to ethical guides: 
design practices redefined in the era of AI 
revolution

As we see, the research initiates reflection on multiple levels: touch-
ing the combination of disparate expertise; challenging the fashion 
and textile design process with the extensive use of technologies; 
questioning the balance between ideas generated by humans and 
solutions generated by AI; and, lastly, requiring ethical awareness.

The first question raised is the collaborative design process 
that combines the human-centric approach with other disciplines. 
In this case, designers are no longer the main actors in creating 
‘the new’ but their intervention is combined with those of engineers, 
of knitting technologists, and of AI algorithms that produce 
adversarial images. 

We can, though, say that designers assume a leading role in 
framing the problem; in connecting different expertise to address it; 
and in exploiting the folds of technologies to answer it. 
This is where designers become sense-makers (Verganti et al., 2020) 
and, as coordinators, guide interdisciplinary teams through so-
phisticated co-design procedures, demonstrating the discipline’s 
strategic development.

Second, to design in these unprecedented conditions, 
at the boundary of computer engineering, fashion design, ethics 
and knitting technologies, means to challenge the practices (object 
and process of design) and the principles (being human-centric, 
abductive and iterative) of design (Verganti et al., 2020) and to do 
it with the massive presence of AI.

While Verganti et al. (2020) confirm that the principles of design 
are reinforced by the presence of AI, when we regard the practice we 
see a first shift in the object of design: in Cap_able, the designer is 
not designing the garment, or the texture, or at least is not designing 
it alone. The details of the pattern are defined by AI, and so is the 
functional aspect of the pattern in being adversarial. Designers are 
apparently losing control of the final aesthetic of the garment; 
but, as sense-makers, they are in charge of the resulting colours 
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and shape of meaning, leveraging the cultural and communicative 
traits of fashion.

The second shift concerns the process, namely how design de-
cisions are made in terms of phases, methods, tools, or collaborative 
practices (Verganti et al. 2020, p. 214). With Cap_able, the known 
phases and methods of knitting design are influenced by the pres-
ence of AI, and designers become the ones who control the iterative 
loops of the algorithms and the collaborative network of expertise, 
both human and digital. As said before, it is an evolution of the estab-
lished textile and fashion design processes through the introduction 
of new modalities. 

Third comes the ethical reflection. As evidenced above, acting 
in a human-centric way when dealing with AI systems undeniably 
requires an ethical approach. If the ethics of AI (Quintarelli, 2021) 
must align algorithms with relevant values; critically evaluate their 
moral impacts; raise awareness on a conscious take on the challenges 
posed; and make the potential of good use visible, Cap_able brings 
the role of designers to the center in answering these requirements, 
as it uses AI to generate a new solution that prevents the harmfulness 
of AI systems themselves. By keeping its people-centeredness it puts 
human beings and the rights of humans at the center of the problem 
to be solved.  

Conscious of the potential dangers of AI, as designers we 
do not feel the rivalry of the algorithms in generating the new: 
strong in the ability to handle complex problems holistically with 
a systemic perspective, we are capable of acting responsibly 
in guiding the algorithms toward a meaningful, ethical direction.

If the future is a cultural fact (Appadurai, 2014), with countless 
revolutions underway, it is not the technology itself that writes 
the history of humanity, but it is the ability to direct it, and direct it 
ethically. The ultimate purpose should be the technological humanism 
theorized by Bertolaso and Marcos (2023), where humans 
do not crushed under the functionalities of machines they have 
been so smart in modelling, and technology serves individuals 
and the common good, reconciling the subjects and the collective. 

In this scenario, the research is a concrete example of how 
designers are essential contributors in the relationship between 
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design, technology, and ethics, and of how creative, cooperative 
design methods may shape technology, guaranteeing a more moral 
and sustainable future.

References
Ada Lovelace Institute (2019), Beyond face value: public attitudes to facial 

recognition technology. Available at https://www.adalovelaceinstitute.org/wp-
content/uploads/2019/09/Public-attitudes-to-facial-recognition-technology_v.
FINAL_.pdf. Accessed May 2023.

Amnesty International (2020), Amnesty International and more than 170 
organisations call for a ban on biometric surveillance. Available at https://www.
amnesty.org/en/latest/news/2021/06/amnesty-international-and-more-
than-170-organisations-call-for-a-ban-on-biometric-surveillance/. Accessed 
December 2023.

Bardzell J. and Bardzell S. (2013), “What is ‘critical’ about critical design?”, 
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, 
pp. 3297-3306. DOI: https://doi.org/10.1145/2470654.2466451.

Bertola P. (2021), “Fashion Within the Big Data Society: How can data enable 
fashion transition towards a more meaningful and sustainable paradigm?”, 
Proceedings CHItaly 2021: 14th Biannual Conference of the Italian SIGCHI 
Chapter (CHItaly ’21), 11th–13th July, 2021, Bolzano, Italy. ACM, New York, NY, USA. 
DOI: https://doi.org/10.1145/3464385.3468146.

Bertola P., Mortati M. and Vandi A. (2020), Future Capabilities for Creativity and 
Design, Mandragora, Florence.

Bertolaso M. and Marcos A. (2023), Umanesimo Tecnologico. Una riflessione 
filosofica sull’intelligenza artificiale, Carocci Editore, Rome. 

Buolamwini J. (2023), Unmasking AI: My Mission to Protect What Is Human in a World 
of Machines, Penguin Random House, New York.

Crane D. (2012), Fashion and its social agendas: Class, gender, and identity in 
clothing, University of Chicago Press, Chicago.

Crane D. and Bovone L. (2006), “Approaches to material culture: The sociology 
of fashion and clothing”, Poetics 34, 6: 319–333. Available at https://
www.sciencedirect.com/science/article/pii/S0304422X06000428.                              
Accessed February 2024.

Crawford K. (2021), Atlas of AI, Yale University Press, New Haven/London.

Didero R. and Conti G. (2022), “CAPABLE: Engineering, textile, and fashion 
Collaboration, for citizens’ Awareness and Privacy Protection”, in Montagna 
G. and Carvalho C., eds., Human Factors for Apparel and Textile Engineering, 
Proceedings AHFE International Conference, 24th-28th July, AHFE Open Access, 
vol 32: 39-45. DOI: http://doi.org/10.54941/ahfe1001536.

Felzmann H., Fosch-Villaronga E., Lutz C. et al. (2020), “Towards Transparency 
by Design for Artificial Intelligence”,  Sci Eng Ethics, 26: 3333-3361.                                            
DOI: https://doi.org/10.1007/s11948-020-00276-4.

https://doi.org/10.1145/3464385.3468146


CHAPTER 12204

Floridi L. (2022), Etica dell’intelligenza artificiale. Sviluppi, opportunità, sfide, 
Raffaello Cortina Editore, Milan.

Gibson W. (2010), Zero History. Tor, New York.

Holmquist L. E. (2017), “Intelligence on tap: Artificial intelligence as a new design 
material”, Interactions, July-August 2017. DOI: https://doi.org/10.1145/308557.
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