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European legal protection of consumer autonomy has been significantly changed in the digital environment, where algorithm-driven systems perform everything. This book focuses on protecting consumer autonomy facing the pervasive and global phenomenon of dark patterns: the expression includes various tactics that manipulate consumers by altering online choice architecture to thwart user preferences for objectionable ends. Overloading, skipping, stirring, hindering, and flicking are examples. Moving from the perspective that the sole traditional information approach is ineffective in protecting autonomy, the adopted methodology considers the multiple concerns revolving around the tight combination of transparent information and fair digital architectural design. Consequently, the comparative study of the new suitable regulatory directions arises across different legal fields, including data protection, consumer, and competition law. The relationship between deceptive designs, the nature of human-digital architecture interaction, and the techno-legal paradigms emphasises which future changes in European private law could integrate legal rules into fair designs to protect digital consumer autonomy effectively. Specific importance will be attributed to the functionality of comparative methodology to include non-legal essential insights (e.g. behavioural, informatic elements) into pragmatic and global regulatory paths and models.
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INTRODUCTION

Autonomy is an inherent aspect of consumer choice in Western legal traditions: its protection is at the core of fundamental issues of private law, particularly contract law.

A diachronic perspective on the concept of autonomy easily demonstrates that it is still a recurring topic in legal debates because novel research inquiries have emerged with data-driven technological innovation, where data-subjects victims of manipulation are often consumers. Indeed, today, the notion of the consumer as a weaker party is no longer the leitmotiv in the field; instead, the fact of rapid digitalisation in contemporary market structure has profoundly transformed the fundamental paradigm of liberal democracy, namely autonomy, whereby marketers have been granted a license to influence consumers, provided they protect their rights. Digital consumer behaviour shapes major legal concerns in business-to-consumer transactions and has spurred a growing interest in the topic from legal and social scholars.1 For this reason, consumer autonomy deserves new intellectual efforts at European and transnational levels.

Commonly, consumers exercise autonomy whenever they freely choose from a set of possible options, though it is inevitably subject to constraints (e.g., price, time, information). However, only recently, social and economic studies, with a prominent role in behavioural law and economics, sough to explain how data-driven technologies nudge consumer self-determination, profiting from cognitive characteristics exploited by digital architectures.

The core idea of this book is, indeed, centred on the pivotal role that IT design can play in protecting fundamental rights, such as autonomy.

The problematic landscape considered is the following. In an over-informed society, everything is performed by algorithm-driven systems. Automation is critical to managing complexity, performing mass activities at an affordable cost, and ensuring effectiveness in processing data, information, and digital content. How Big Data analytics and artificial intelligence could change the nature of legal inquiries related to autonomy will undoubtedly act as the guiding light for this study. Ultimately, algorithms select and present digital content, impacting on consumer rights in several ways. The intensive and extensive use of algorithms has served a growing variety of tasks and activities and impacts on decision-making processes.

Algorithms and digital architectures can expose consumer (cognitive) vulnerabilities, known as digital vulnerability.2

Consumers can encounter advantages and costs due to sharing their data because some nudges are benign, while others deceive or steer them.

Notably, to illustrate how technology could, empirically, enhance or constrain consumers’ autonomy, this book considers a specific case-study: the phenomenon of dark patterns, digital techniques designed to eradicate consumer consent and manipulate consumer self-determination.

Dark practices exploit cognitive vulnerabilities, which affect data subjects’ autonomy and lead to lower quality choices. These tactics can originate from different practices, maliciously triggered, or stimulated by controllers: default settings, bait and switch, sneak into basket, disguised advertising interfaces, forced continuity or design choices that make price comparison more difficult and marketing practices discriminatory.

Specifically, dark patterns nag, trick, or manipulate consumers into buying products or services or giving up their privacy.

A screening (‘sweep’) on dark patterns commissioned by the European Commission and published in 2022 found that ‘97% of the 75 of the most popular websites and apps used by EU consumers deployed at least one dark pattern and the most prevalent were (1) hidden information/false hierarchy, (2) preselection, (3) nagging, (4) difficult cancellations, and (5) forced registration’.3

While there has been some initial research on dark patterns in computer science and legal studies, their findings are primarily descriptive.4 There is, in fact, no research that clarifies how consumers respond to dark patterns or examines the consequences of these tactics for consumers, companies, and society at large.5

The actual scope of the book is along the same line of reasoning currently shown by public authorities and institutions which have been asked to investigate if data-driven technologies respect or, on the contrary, undermine consumers’ autonomy and to what extent traditional legal categories are still effective. The nature of the right to autonomy involves critical reflection on the distinction between traditional concepts of autonomy, and personal freedom – such as the classic one developed by Hobbes in Leviathan – which poses the ability to act on and satisfy one’s personal preferences at the core of what autonomy is, and the perceived autonomy that social media filter-bubbles and digital choice architectures could enhance, which is threatened by cognitive bias.

Analysing the evolving concept of autonomy facing the problem of dark patterns, requires leaving aside the traditional narrative, which is rooted in protecting autonomy on the exclusive regulation of information. On the contrary, from a methodological point of view, the phenomenon will question the pivotal role of the traditional information approach well established in European consumer law, with specific attention to the mandatory disclosures and the inspired principles. Current rationales will need to be discussed because the protection of autonomy is not only and not anymore, the result of consumer information choice. Put differently, digital consumer autonomy is concerned with the design, development, and implementation of AI systems, as they ensure biases are removed. This observation represents the turning point of this book in comparison to the status quo of existing research.6

The lively debate is global. The information approach was (and in many circumstances still is) a pervasive inspired mechanism in EU law and other jurisdictions. Mandatory information obligations responded to different political rationales: in the US, the wide use of mandatory information became the most acceptable solution for contrasting market failure without interfering with deregulation and the free-market principle. On the other hand, in Europe, the strengthening of information duties is in line with the protection of fundamental rights, particularly self-autonomy, and the aim to acquire a high level of consumer protection. Nevertheless, the likewise failure of mandate disclosures has already been emphasized by legal scholarship.7

The specific technological change derived from digital design inherent in dark pattern techniques has not gone unnoticed in the European Union (EU).

Based on these observations, the perspective and methodology here adopted will lead to consider the multiple nature of the concerns which arise across different legal fields, including data protection consumer law, with specific attention to unfair commercial practices and competition law, exploring how the distinction between these policies is far from being clear-cut in data-driven consumer markets. Moreover, the nature of the problem will imply considering to what extent data protection law, consumer law and completion law are currently open to embed essentially valuable insights proposed by behavioural economics and other non-legal studies, which become central to understanding what causes the evolution of autonomy in the digital environment (e.g. human-computer interaction). Behavioural consumer data can and should inform the design of private and public choice architectures. ‘Choice architects’ should steer people toward outcomes that make them better off (according to their interests, not the choice architects) but leave it to the people being nudged to choose for themselves. 

At the scope of investigating new suitable regulatory directions for protecting autonomy, it is functional to consider the difference between the shades of meaning inherent in the polyhedric definition of autonomy (e.g. the philosophical, the psychological) and the legally protected perceived autonomy in the fast-moving marketplace automation. Indeed, ethical questions raised by the interaction between automation in smart products and consumer autonomy:8 to exemplify it is challenging to identify the boundaries of manufacturers’ responsibility and liability, given that autonomous products, for example, robotic hoovers, can enable the conditions of personal autonomy, by freeing the individual from undesirable chores or by offering new and hitherto impossible opportunities (such as enabling blind and visually-impaired people to drive a car and thereby enhance freedom of movement). Even the emergence of virtual worlds (e.g. Metaverse or augmented reality) reignites interest in ‘first generation’ explorations of what consumer autonomy is and what role it should play in today’s marketplace.

The forward-looking perspective this book seeks to consider is the relationship between deceptive designs, the new nature of human-digital architecture interaction, and the techno-legal paradigms to protect digital consumer autonomy.

The expected findings will individualize the directions for future changes and enhancements in European private law to build up constructive observations to approach the different EU policies in some measure touched by the problem of dark patterns. From a pragmatical point of view, new legal tools and models will be suggested, mainly belonging to the regulation ‘by design’ approach. They will be suitable to integrate the protection of autonomy through the regulation of transparency and digital architecture in synergy. Incidentally, the discussion of EU regulatory models will also regard the impact dark pattern tactics have in blurring the line between traditional legal foundations and taxonomies of private law.

Two premises inform this analysis: the awareness of the evolving regulatory environment to meet new user protection exigencies and, consequently, the need to frame the analysis in light of the typical traits of law and technology studies. The acknowledgement that consumers nowadays live an onlife dimension,9 where contemporary digital choice architectures essentially offer an infrastructure to automate the continuous search for exploitable consumer vulnerabilities already constitutes the new perspective of this study. Business analytics and optimization practices are aimed at finding out how to get consumers to engage with products and services and how to convert them as efficiently as possible.

Necessarily, new legal perspectives must be taken into account at the outset. Firstly, leading scholars have emphasized the importance of legal analysis over a dual regulatory dimension of the digital environment, which inherently combines normative (rule-based) and non-normative (technologically managed) elements when investigating issues concerning law and technology. Increasingly, consumers act in contexts governed by algorithms, meaning new social ordering and decision-making systems regulate a domain of activities and manage risk or alter behaviour through continual computational generation of knowledge by systematically collecting data to attain a pre-specified goal. Consequently, every legal consideration about consumers’ autonomy will have to be interconnected with the new challenges belonging to the three stages of the cybernetic process, namely standard setting (adaptive vs fixed behavioural standards), information-gathering and monitoring (historic data vs predictions based on inferred data) and sanction and behavioural change (automatic execution vs recommender systems).

Secondly, legal research in current times needs to correctly map the contours of the emerging insights from other fields of knowledge affecting autonomy in digital consumer choice. In this sense, human-computer interaction, governance studies, surveillance studies, design studies and behavioural economics will contribute to understanding debates surrounding algorithmic regulation, drawing upon these to highlight various concerns about the legitimacy of algorithmic regulation.

Lastly, this study will be profoundly shaped by the fact that the use of Big Data analytics and artificial intelligence ‘could recalibrate the relationship between law and individuality and change the foundational structures of our legal systems’.10 From this perspective, an emerging debate on ‘personalized law’ takes place. Tailoring legal rules on specific individuals and circumstances will indeed affect the consideration of suitable thresholds of legal protection of the right of autonomy in light of individual consumer characteristics and the effectiveness of legal rules and enforcement.

The book adopts a three-sided structure to explore the topic. The first part (Chapter I) lays the ground by framing the concept of autonomy within current law and technology features, which sets up this research inquiry. This preliminary part is, in turn, divided into three sub-sections: the first (i) is dedicated to the introduction of the concept of consumer autonomy from a diachronic perspective based on the evolution in EU private law; the second (ii) frames the topic within current regulatory features, functional to analyse in the field of data-driven technologies; and within this last perspective, the third section (iii) offers particular relevance to the renewed importance of the connection between data-driven technological features, autonomy and the traditional information approach, which still represents the basis of current EU consumer protection legislation.

The second part (Chapter II) concentrates on protecting autonomy when dark patterns have tricked consumers. This central part will consider several types of harm caused by dark patterns, including material harm, such as financial harm or anti-competitive issues, as well as non-material harm, such as privacy invasion, time loss, addiction, cognitive burdens, loss of self-determination, and emotional or psychological distress. Through a comprehensive case law analysis, it investigates whether harm caused by dark patterns becomes a constraint for user autonomy. The consumer proved injury could give rise to redress under the consent requirement, or other requirements provided by data protection law, consumer law remedies, or competition law. This analysis will let us understand how people’s clicks can be manipulated by dark patterns and to what extent this circumstance is contemplated by current law (e.g. GDPR, DSA, DMA, UCPD), underlining the importance of combining transparency with fairness principles in designing digital architectures. It critically emerged the specific deficiencies of the ‘information approach’ and the current judicial responsibility test (e.g., fairness test) in achieving, in practice, the protection of the consumer’s autonomy, which it was formally designed to achieve.

Finally, based on the previous findings, the third part (Chapter III) reframes the legal inquiry into the effective protection of consumer autonomy under the constrains of dark patterns, suggesting which traditional legal concepts need to be reviewed and which legal model could be more effective and why. Insights gained from behavioural economics and other fields of knowledge can be used as the basis for a more effective and holistic vision of consumer regulatory design in order to respect the principle of consumer autonomy, which still is now a cornerstone principle of EU internal market law.11
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I

REFRAMING CONSUMER AUTONOMY INTO THE DIGITAL WORLD: CURRENT MINDSETS

1. Setting the scene 

Much has been said, over the years, about consumer autonomy.

Notwithstanding the significant volume of contributions on the subject matter,1 today it requires recognising the evolution of the concept itself, particularly during two recent stages: firstly, within the predominant online market and considering changes in commercial practices; secondly, taking a step forward, in light of Big Data and artificial intelligence uses.

Indeed, disruptive digital elements impact the traditional concept of autonomy and cause a turning point in European private legal research.

Such elements are various, numerous, and not constantly emerging from a sole legal perspective: they have emerged from the interdisciplinary studies of law, regulation, and technology, which offer a frame for an ambitious set of scholarly inquiries, each one evoking ideas of ‘disruption’ of legal doctrine and its normative foundations. These studies comprehensively contribute to setting the scene for regulatory frameworks that are ‘fit for purpose’ in light of rapid technological developments.2

In summary, Chapter I is dedicated to reconstructing the concept of autonomy in European Private Law (section 1), starting from the description of functional (section 2 ff) and regulatory (section 3 ff) disruptive elements that lead to evolution in the way private lawyers will investigate and deal with the polyhedral concept of autonomy.

The usual lenses through which autonomy is considered are rights-based, contractual, and regulatory. Today, the advanced technology-mediated environment requires a deep understanding of online market manipulation and the differentiation between the concrete individual risks and the perceived risks, distinguishing online nudging practices from other more severe forms of nag and manipulation, as well as their practical impact on users and how current law protects the right of autonomy under these circumstances.

In sum, the following pages distinguish disruptive elements based on their nature: the functional nature related to technological aspects and the legal.

From the functional point of view, it is essential to highlight how Big data and AI introduce circumstances into the digital market where digital consumer transactions take place, which are novel compared to previous online market strategies. Suppose potential benefits of Big Data are evident, as the availability of online services for consumers that otherwise would have been paid with traditional currency. In that case, consumers need to be more fully aware of the threats inherent in the commercialisation of personal data. This refers not only to the well-known legal value personal data has acquired with the provision of data as a counter-performance,3 but also to the exploitation of the consumer preferences inferred by sensitive data and metadata.4

Now data-driven technologies can more easily differentiate the information content into unstructured fields than in the past. To achieve this progress, techniques known as web scraping, natural language processing, and machine learning describes a way of imparting meaning and structure to messy data.5

From the legal point of view, it is essential to recognise the effects of planning the regulatory response into the current frame which evolves in turn. These legal changes can also be considered disruptive, and the need to shift the legal reasoning into a law 3.0 landscape is evident.6 The European New Deal for Consumers exemplifies a step forward in this direction.7 Still, it fails to liberate itself from the old paradigms of consumer protection rooted in the pre-Big Data era, as it still seeks to reach its scope by addressing the inequality of bargaining power in consumer transactions.8 In 2018, the position expressed by the European Commission was to fill the regulatory gaps in consumer law.9 Early signs of a necessary shift emerged in the legal debate currently developed by legal institutions, indicating the need for a holistic regulatory response reforming the consumer law.10 Indeed, the growing interplay between consumer law and other different areas of law will demonstrate the complexity of setting a regulatory response into the existing framework.

Consequently, the current Chapter is devoted to emphasising the disruptive elements in cyberspace and pointing out the new legal mindsets and suitable methods to set the research question (section 4) about the regulatory response to protect autonomy under the pressure of dark patterns.

1.1 Consumer autonomy in private law: a diachronic perspective

Likewise, the debate in other disciplines emphasises, autonomy is difficult to define in law.11 A succinct overview of the most traditional conceptual roots will follow.

Over the years, private law scholars have debated the extension of the concept and its constraints, predominantly within the field of contract law.12 Leading Italian scholarship, for example, considers autonomy as a source of contract, defining it as the parties’ ability to self-regulate their interests.13 The definition is broad,14 and the concrete meaning depends on the interpretative theory of contract lawyers have embraced.15 Therefore, in principle, party autonomy explicates itself in three ways: the exercise of the freedom to reach, or not to reach, an agreement; the freedom to choose the content of the agreement, with the contracting party; and the freedom to set up a typical, or atypical, contractual agreement.

Among the National jurisdictions, even the European Union has recognised party autonomy as one of the fundamental principles of freedom and market.16 Europe greatly strengthened the protection of autonomy during the Nineties with the introduction of a specific category of the consumer contracts, the standard contracts.17 The Court of Justice of the European Union (hereafter: ECJ) has an active role in interpretating key concepts of consumer contracts, leading to harmonisation of consumer law in European legal systems.

Efforts of the ECJ expressed, mainly in ‘take it or leave it’ situations, through its evolutionary interpretative opera of authentic party autonomy protection regardless the formal respect of legal rules on consent.18

With the increase of business-to-consumer cases, it is easy to note that traditional rules, such as that of consent, do not always guarantee the freely expressed will of the weaker contracting party. There are endemic conditions in standard contracts that deprive the consumer of that capacity, even when businesses comply with the rules.

Practically speaking, any reduction of choices, constraints, or limitations of consumer options, negatively affect actual autonomy. Surely, price, time, and location of the seller can be considered structural elements of choice. In addition, with the extensive use of standard contracts and asymmetric leverage of power between contracting parties, the major legal challenges to provide effective legal protection tools arise from the distinction between the formal and the actual individual autonomy.

In business-to-consumer e-commerce, the analysis will focus on how technology enables businesses to deeply influence consumer choices.19 Anticipating the core issue of the following pages: consumers decide in circumstances of an increasingly complex information environment; nevertheless, their ability to exercise their authentic autonomy will decrease not only because of the informational overflow and cognitive strain imposed by the online setting but also by attempts to manipulate their freedom of choices through AI and malicious digital architectural designs.

1.2 Autonomy and the traditional information approach in a nutshell

In EU primary and secondary law, the principle of autonomy is not explicitly defined. In EU law, autonomy is only presupposed by Art. 3(3) TFUE,20 and it is possible to distinguish almost three critical ways in which the EU ensures autonomy: firstly, through the role of information in allowing consumers to make free choices; secondly, by protecting a specific vulnerable class of consumers; and thirdly, by protecting unfair terms and practices.

Anyhow, there are provisions on the freedom of contract that imply – for many types of contracts – the freedom to choose the contractual party,21 to determine the contractual terms and conditions and to conclude or not the contract. Restrictions of parties’ rights, of course, exist to balance their position and allow the exercise of autonomy and freedom of contract.

The meaning of autonomy as self-determination represents the freedom of development for personal and interpersonal relations, and the freedom of participation in society.

A relevant contribution to the conceptualisation of consumer autonomy has been offered by the German national experience, particularly keen to emphasise the interconnection between the protection of autonomy and the protection of information.

In general, the German judicial establishment of ‘informational self-determination’ seems to be the most influential national tradition on the conceptualization of the Charter of Fundamental Rights concerning personal data protection. According to the German Constitutional Court, the right to informational self-determination, based on human dignity and the right to personality, guarantees the power of individuals to determine for themselves the disclosure and use of their data in principle.22

For the German Constitutional Court, the right to informational self-determination implies a strict limitation of purposes processing and may be restricted by law in pursuit of general interests. Accordingly, the right is interfered with when personal data is processed beyond the individual’s control and such interference may only be permitted under specific conditions.

In sum, pragmatically the protection of individual autonomy has been realised primarily through the information paradigm, where information preserves the consumer’s freedom of choice. Consumer EU legislation, like all liberal markets, is based on freedom of choice.

Policymakers have been discussing information asymmetry problems for years, since the 1970s, but it was in the 1990s that information obligations became a standard part of drafting European consumer protection measures,23 mostly to restore the contractual balance between consumers and traders.24

Information obligations became popular in national and supranational legislatures and gradually tend to expand25, based on the following statement: disclosure is adequate, widely supported across party lines, and costs almost nothing to implement and enforce since the costs of these activities usually land on third parties.

Mandatory information duties were part of various European consumer protection measures (e.g. Council Directive of 13 June 1990 on package travel, package holidays, and package tours (Package Travel Directive),26 or Directive 97/7/EC of the European Parliament and of the Council of 20 May 1997 on the protection of consumers in respect of distance contracts (Distance Selling Directive).27

In the European framework, as well as in the US, mandated disclosures are pivotal regulatory tools of both consumer and data policies:

‘for those who believe in the free-market principle, information duties have the advantage of regulating lightly and minimising market interference. […] In contrast, from those who focus on consumer autonomy, mandated disclosure is a well-suited tool for increasing consumer self-determination and promoting consumer empowerment’.28

1.3 The interconnection between autonomy and information in European law

Over the years, the information approach has always retained its central role. Based on the Community Consumer Policy Strategies (2017–2013), providers’ information duties remain the same as those set for the previous strategy, in which the high level of consumer protection and its enforcement also included the realization of «better informed and educated consumers, for example through strengthening the role of the European Consumer Centres».29

On 25 November 2020, Parliament adopted a Resolution entitled ‘Towards a more sustainable single market for business and consumers’, highlighting the importance of the durability and reparability of consumer goods and providing consumers with more rights and information to help them make sustainable choices.30 The Commission continues to co-finance initiatives to improve the provision of information to consumers, such as the European Consumer Centres Network (ECC-Net), as well as information campaigns in the Member States because, as officially stated better information and improved knowledge of consumer rights could lead to enhanced consumer confidence.31 The ECC-Network provides information and advice on cross-border shopping and handling consumer complaints. A parallel network, FIN-NET, fulfils the same role for complaints about cross-border financial services. The Commission also conducts consumer information campaigns in the Member States and publishes practical guides for consumers.32

Even when encouraging new priorities, such as the current sustainability, as part of the circular economy package, the Commission published on 30 March 2022 a Proposal for a Directive on empowering consumers for the green transition through better protection against unfair practices and providing access to better information. The main objective of the proposal is to help consumers make eco-friendly choices by providing them with the necessary information.33

Unfortunately, the requirements of information design, including transparency, have not yet been harmonized. In some areas of consumer law, the Consumer Rights Directive (CRD) included, policymakers operationalize the requirements of information transparency in unhelpful general descriptions, such as mandating traders to use ‘clear and comprehensible’ language without additional elaboration, attention to context, or examples.34

Over the years, the role of information and the central function of consumer autonomy has been both confirmed and implemented in National law and in EU case law.35 Practically speaking, the legislation assumes that there is often an information deficit disadvantaging the consumer, which can be balanced out by giving the consumer relevant information. This information will enable the consumer to make informed choices.

To be a ‘well-informed actor’ also represents the main feature that characterized the traditional definition of the average consumer, a term coined by the European legislator with the Unfair Commercial Practices Directive (UCPD).36

This legislative development followed the long-standing ECJ case law on misleading commercial practices, which postulates that average consumers are not easily misled.

Quantity and quality of information are always the focus of debate and attention. As a general principle, information is legally complaint if it is free from deception and not misleading. Notwithstanding, it is not always easy to understand when these conditions are met. As anticipated in section 1.1, the ECJ provided a relevant contribution to this purpose.37 Starting from the need to eliminate obstacles to the free movement of goods, during the last decades, the ECJ has identified the ‘informed consumer standard’ about the benchmark of the ‘average consumer’, meaning reasonably, well-informed, into the relevant market of goods or services.

For the first time, in the case Gut Springenheide,38 the Court of Luxemburg defined the consumer as a reasonably well-informed person, observant, and circumspect. This implies that the ‘informed consumer’ can autonomously distinguish the characteristics of products and understand the message and content of advertising, with an ‘average’ ability that needs to be ascertained, case by case, about the situation and the peculiarities of the case.

In recent times, the ECJ argued that the formula of the ‘reasonably well informed and reasonably observant and circumspect consumer’, established in Gut Springenheide needed to be updated. The notion of consumer is a reference threshold for the current analysis as it represents a centrepiece of European consumer protection law. For this reason, and due to the most actual pending interpretative EJC judgment, this book will come back to the issue in Chapter 3, as the empirical case studies of dark patterns considered in Chapter 2 will require a final discussion of the traditional notion of consumer, as well as of vulnerability39 (see Chapter 3).

More recently, the European legislator highlighted new challenges for consumer law within the digital environment, often with specific reference to information duties and behavioural advertising in the online marketplace, where the intermediatory role of platforms crucially facilitated transactions between suppliers of goods and services, and consumers.40 Today the availability of information about a product or a service are enormously facilitated using reputational feedback systems, where users can publish and obtain information which the supplier does not furnish.

With the aim of ‘modernizing’ and strengthen consumer rights within digital economy, the Directive 2019/2161/UE on modernisation and better enforcement, adapted the provisions contained in the UCPD and the Consumers Rights Directive (CRD) to the exigencies of the digital environment, primarily implementing transparency (‘modernization directive’).41 Even with the risk of distorting consumer economic behaviour, business are obliged by the Modernization Directive to ensure transparency and truthful practices.42 The new directive also reviewed the previous maximum harmonisation principle adopted in Directive 2005/29/EC on Unfair Commercial Practices and Directive 2011/83/EU on consumer rights. In the past twenty years a shift characterized the European consumer policy from the minimum towards the maximum harmonization approach. For this reason, the approach of the new directive seems to be slightly different from the standard path.43 Thus, notwithstanding the valuable purpose of the European Institutions behind the Modernization Directive amendments made to the EU acquis in 2019, they have yet to settle the debate on the risks faced by consumers in the digital age. For legal scholars, this was due to the fact that structural asymmetries related to the rise of online platforms and the increasing sophistication of algorithms deployed by them cannot be solved through isolated amendments alone but require a more in-depth rethinking of the existing framework.44

In summary, with the most recent actions of the European Commission for the revision of EU consumer law announced in the New Consumer Agenda 2020 and the Circular Economy Action Plan,45 information requirements and transparency remain the pillars of the policy in order to empower consumers for green transition, and towards sustainable consumption: the scope of consumer protection will be slightly different, orientated to ensure consumer environment-friendly choices when buying their products, but the legal approach remains the traditional one. Thus, consumer law will be interpreted considering private law rules, which are defined as ‘porous’ in nature.46 Hence, always in the perspective of renovating consumer law, the interaction between private law and consumer rules is plausible to protect the interests of individuals throughout the market experience.47

1.4 The dynamic concept of autonomy in the digital context…

Thus far, the analysis has shown to what extent, during the last decades, the EU legislator went beyond the vision of autonomy in contract law and company law, exclusively intended as consumers’ contractual freedom.48 Legislators needed to embrace the informational autonomy, especially manifested through the consumers’ management of personal and non-personal data, and the freedom to express themselves into the digital environment without being co-opted (personal freedom and fundamental right). This shifting meaning went hand in hand with the goal of the European Union consumer policy to ensure data-subject empowerment: the latter concept was developed to struggle with forms of advertising which invade consumers’ freedom.49 Protecting consumers’ genuine preferences through empowerment has become transversal in consumer law and data protection law, with consent possibly being the most evident example to elucidate the interplay with transparency. To sum up, empowerment must entail (i) human agency (a sort of free will), (ii) a sufficient degree of transparency, and (iii) the absence of manipulation.50

Digital environment calls for the consideration of a more comprehensive meaning of autonomy. Up to now, few pioneering legal studies have discussed the topic considering the regulation of behaviour modification through the design of choice architectures51. Digital context implies the need to enlarge the overview of the elements impacting on autonomy to the extent that some authors have also proposed the adoption of the more comprehensive concept of ‘data autonomy’, meaning the ability of individuals to have control over their data.52

In an over-informed society, everything is performed by algorithm-driven systems. Automation is critical to managing complexity, performing mass activities at an affordable cost, and ensuring effectiveness in processing data, information, and digital content. The way data storage, use, and control are evolving affects the traditional information approach, at the basis of the EU consumer law.53

Today, the advanced technology-mediated environment requires taking into account not only the complex information overflow but also the way digital architecture design can manipulate human abilities to make decisions.

The phenomenon of dark patterns, described in Chapter II, as well as other contemporary phenomena, such as personalization and recommender systems and behavioural advertising, showed that new EU regulation introduces novel provisions to respond to the new challenges posed to autonomy but fails to consider long term consequences on autonomy.54

Apart from this observation, what counts here is the need to consider the new polyhedral meaning of autonomy in the context of the AI market and data-driven technologies. It is, in fact, essential to recognize the renovated applicable regulatory framework and the consequent enlargement of new remedies against data-driven technologies generating harms to consumer autonomy, which will come from EU data protection law and marketing law.55

Considering when the instrumental use of AI technology influences user behavioural tendencies, autonomy will be affected not only by the quantity and quality of data but also by the architectural design.56 Surely, the design of user interfaces is not a neutral operation. Consequently, it requires these considerations to be part of the new path towards the protection of consumer autonomy which necessarily becomes a dynamic techno-legal analysis.

1.5… with specific attention to data-driving technologies and (in future perspective) Metaverse

The effects of digitalization on consumer choices have changed with the advent of data-driven technologies and the extensive use of digital data. Disruptive is, in fact, the way they impact on the essential elements of choices, such as the selection of possible options (section 2).

Digitalization is ‘one of the ground-breaking trends of this century’.57 In particular, the phenomenon of the so-called datafication leads to an incredibly fast and increasing mass of data for business processes, transforming economy and social relations. Current peculiarities of the technological environment will mismatch traditional business models, impacting on EU consumer law, data protection law, and other areas of private law (section 3.2).

It has been recognized that data may affect the legal dynamics of the specific object of regulation; the source of law, and the functioning of legal patterns (not formally included in an actual law).58

The European data strategy gives a primary role to human beings in developing technology and defending European values and rights in the digital world.59 It aims at creating a single market for data that will ensure Europe’s global competitiveness and data sovereignty, trusting among actors who share data in order to protect fundamental rights and property rights. Common European data spaces will guarantee that more data becomes available in the economy and society while empowering the control of companies and individuals who generate the data.

Data driven applications will benefit citizens and businesses in many ways (e.g. improving health care, generating new products and services, etc). The Commission has proposed a Regulation on European Data Governance (Data Governance Act) as part of its data strategy (2020).60 This new Regulation will play a vital role in allocating the EU’s leadership in the global data economy. Subsequently, on 23 February 2022, the Commission proposed a new Regulation on harmonized rules on fair access and use of data (Data Act).61 The Data Act is a critical pillar of the European strategy for data. Its main objective is to make Europe a leader in the data economy by harnessing the potential of the ever-increasing volume of industrial data. 

All the significant impacts of data-driven technologies and changes interested the data subject. For example, in the data economy, the way consumers act, participate, and contribute to the sharing economy identifies the so-called ‘prosumer’ as a new model of consumer. This model is named with a specific expression that combines the words producer and consumer. The expression is not new. The original idea of the prosumer came from a futurist and business writer, who at the beginning of the eighties, reflected the consumer’s new proactive role.62

With the advent of the so-called Web 2.0 era, also described as the participatory web, the consumer began to self-generate e-content, propose services as well as traditional providers, and share goods.63 The advent of social media and self-publishing platforms (Wikis, blogs) allowed easier content production and participation by users.

The idea nowadays perfectly matches the consumer (rectius prosumer) role, especially in transactions and activities taking place on platforms. The new model impacts on the traditional taxonomy of private law, protecting both parties. Indeed, traditionally, the need to protect the weaker party is one of the principal reasons for limiting bargaining autonomy, mainly because of the inability of either party to enter into agreements on an equal footing with its counterpart. With the emergence of the platform economy, it is widely believed that this need for protection has been drastically reduced.64 A supportive argument it has to consider the role of the prosumer who, very often, offers a service while possessing similar power and availability of information to the recipient of the service.

Before the European Parliament and the Council agreed on a comprehensive package of legislation establishing new rules for online platforms (the Digital Markets Act and the Digital Services Act of the 2022),65 scholars advised that the platform itself can control and process a great amount of data with the potential risk of market manipulation.66 There are precise positions stating how a lack of transparency about the role and status of the parties active in the online marketplace characterised the complex digital environment shaped by platforms. Nonetheless, practices in online platforms are aimed at conditioning consumer behaviour, limiting their self-determination.67 The ability to differentiate the price, which refers to price discrimination, is an example. Risks of discrimination constrain the possibility for the parties to establish the price themselves and freely decide the price (see section 3.3). Under personalized pricing, businesses segment customers into small groups or individuals, charging each a share of an estimated value of their willingness-to-pay.68

Lastly, even if it is still experimental, Metaverse is emerging as the next disruptive technology in the coming decades by enabling immersive experience through the convergence of the physical and the digital universes. This is true also for augmented reality.69 Metaverse is expected to revolutionize many fields (e.g. travels, tourism, marketing), as well as shape the future of the consumer research agenda. European Authorities have started to explore the policy issues concerning the advent of Metaverse, in various areas, including competition, data protection, liabilities, and inclusiveness.70

2. ‘Disruptive’ digital architectural design.
New room for «legal protection by design»?

Lawyers need to reconsider the traditional approaches towards autonomy to analyse a Web 2.0 scenario and a coming Web 3.0 scenario, also known as the semantic web or intelligent web. Web 3.0 is an ‘umbrella term’ to describe the third generation of Internet services with its data-driven configuration, powered by the cognitive services of artificial intelligence. Data will be interconnected in a decentralized way, which would be a giant leap forward from the current generation of the internet (Web 2.0), where data is mostly stored in centralized repositories.

In Web 2.0, and with greater extension in Web 3.0, the distinction between professional, semi-professional and consumer will blur: users and machines will be able to interact with the data, and in future perspective through an avatar into the Metaverse. For this to happen, programs must understand the information conceptually and contextually. This is why the two cornerstones of Web 3.0 are semantic web and artificial intelligence (AI).

In Metaverse, interoperability will be a crucial feature in legal matters. The multitude of entities in the Metaverse will create a ‘web of relationships’, blurring roles and making it difficult to determine and allocate responsibilities and liabilities. A new digital architecture that leads to the evolution of users’ behaviours and consumers’ habits.

It is preliminarily essential to recognize the peculiar nature of the mutual relationship between law and technology71: technology as law, and technology as the object of legal regulation; technology as a subject regulating human behaviour. The last one includes the default technological setting that determine the ‘choice architecture’.

Along this line of reasoning, digital design, even with the shape of dark patterns, will transform the legal environment and the substance of legal certainty and fairness. Thus, digital design could offer a new or renovate tool for the legal protection of consumer autonomy.

A step back could be helpful. In social sciences fields, such as behavioural economics, findings already demonstrated that informed decisions also relate to the selection of information,72 which depends not only on rational principles but also on what consumers feel, see or expect to see. Consequently, using behavioural economics findings about consumers’ habits or tendencies enable the construction of informational content to nudge consumers. Albeit the concept of nudging will be examined more in-depth in the following paragraph (section 2.1), it can already be noted that this approach can be used with fair intention, improving the consumer position, or with malicious goals, which deserve to be further explored (see Chapter II).

When reasoning about online nudging through web design and architecture, interdisciplinary insights are valuable to lawyers. For example, the multidisciplinary field of studies of human-computer interaction (HCI) has to be taken into account because it helps to understand people and their practices for the design of technology with the ultimate goal of providing a particular perspective in addressing many of the critical issues currently encountered by computer sciences, such as awareness, privacy, context, experience, emotion, and participation.73 The important contribution of studies is increased by the actual role of the collection, storing and use of information about the customer required by most e-commerce applications in order to offer personalized products and services.74

In practice, personalising of advertising and targeting techniques in platforms would introduce new vulnerabilities.

Personalization is about selecting or filtering information objects or products by using information about the user account (e.g. the customer profile), practically meaning the information displayed on the screen is specifically tailored according to the information already available about the user. From a technical point of view, meta-data about products is matched against user information stored in the customer profile (a person group or to a specific individual). There are various ways e-shop operators can cultivate customer profiles: ‘implicitly’ by storing interaction with the website (click stream) and purchase transactions, or ‘explicitly’ by asking for preferences and ratings. Scenarios like these are commonly used, and induced legal scholarship to think about the specific changes they can provoke in law. Given the importance these changes represent for the analysis of autonomy, they will be further discussed in section 3.2.

In the online context, many authors have criticized disclosure as inadequate when it comes to engaging and educating consumers in order to correct market imbalances.75 Some even view contemporary online disclosures as mere compliance instruments that safeguard companies from possible legal action and, thus, were never seriously meant to educate consumers.76 Yet other scholars are ready to abandon information obligations altogether and instead propose consumer protection measures whose success does not hinge on customer knowledge at all.77 The role of the design of digital architecture can undoubtedly be pivotal to this aim. Designers become the architects of choices able to benefit from the important contributions from studies on cognitive biases and individual consumer variations when it comes to reading disclosures:78 they will raise the question whether standardization can ever work. In general, a shift from remedying market failures for defective information obligations to more preventive action (ex ante policy) is advocated (see Ch. III).

Critique progresses are also evident. For instance, the European Commission’s Consumers, Health, Agriculture and Food Executive Agency (CHAFEA) sponsored a study on consumer attitudes towards contract terms and conditions online.79 It came on the heels of other consumer research initiatives, most of which fall under the umbrella of behavioural economics and focus on the impact of offline and online information on consumer choices in healthcare,80 and sustainability-related behaviours.81

2.1 Different digital designs to nudge…

Computer language and new digital designs introduce a wide range of tools, as well as critical issues, in the set-up of the human-centred interaction between the user and the digital world.82 Today, HCI goes much further, also covering the process of designing and prototyping legal artefacts, services, organizations, and systems.

Persuasive techniques are also well explored by behavioural economics, while their effects on law, specifically on consumer autonomy, are a much more recent object of study. For this reason, it is opportune to start with a recognition of the contribution of behavioural economics to grasp the biggest changes of perspective a lawyer needs to acquire in assessing technological risks.

A helpful starting point is the distinction between nudging and manipulation because persuasive nudging can also be easily transformed into manipulation: the distinctive line is thin.

Thaler and Sunstein define a nudge as follows:

‘any aspect of the choice architecture that alters people’s behaviour in a predictable way without forbidding any options or significantly changing their economic incentives. To count as a mere nudge, the intervention must be easy and cheap to avoid. Nudges are not mandates. Putting fruit at eye level counts as a nudge. Banning junk food does not’.83

With those words, the Nobel Prize economists introduced the theory of nudging, which had become a popular approach for designing new regulatory strategies and public policies based on the opposite rationale rather than the traditional command-and-control one: persuasion.

Persuasive knowledge refers to the capacity of consumers to understand that there is an attempt to persuade them and for them to activate defensive reactions.84 The level of awareness about a persuasive attempt and the capacity to exert a critical screening against it needs to be measured. However, this theory, developed for traditional media, fails to account for the interactive nature of consumer online experience and for how such interaction can subvert the persuasion knowledge and related awareness a consumer might have.85 Awareness requires attention. However, attention is limited,86 as are all cognitive resources available to consumers to process information and execute decisions.

Online interaction absorbs some of these resources, leaving consumers more exposed and less vigilant. Problems can arise if persuasion activates an emotional load guiding consumer choice (affect heuristic),87 or induces a misperception of risks (probability neglect).88 This could also depend on the levers of influence, identified in Cialdini’s thought-provoking book with seven levers, namely: reciprocation, liking, social proof, authority, scarcity, commitment and consistency, and unity.89

Thus, even if persuasion knowledge could be activated initially, effort (cognition) and enjoyment (affect) may neutralize the recognition of the persuasive intent of an offering, where the message is processed below the level of conscious awareness. This is further compounded if the consumer is characterized by permanent (i.e., age, mental infirmity, etc.) or transient (psychological state at any given moment) forms of vulnerability. In other terms, some scholars described with the term ‘friction’ the effect of persuasive technology, which relies on the preference for cognitive ease, practically creating a sort of perceiving obstacle to instant gratification.90

The online interaction, depending on the nature of the design interfaces, can lead consumers to enter a state of flow whereby, when an experience is genuinely satisfying, individuals are so absorbed and focused that their persuasion knowledge is neutralized. Finally, social cognitive theory suggests that peer pressure mechanisms may also offset persuasion knowledge.91

The tendency to influence policymakers with insights proposed by cognitive psychologists and behavioural economists through the nudge theory has become widespread during the past few decades, to the extent that the utility of nudges was also recognized at the international level by the Organization for Economic Co-operation and Development (OECD) as a trend impacting on several policy domains, including the consumer policy.92

The nudging theory is, indeed, a form of techno-social engineering.93 It starts from the consideration that human beings act irrationally (contrary to the views of classical economists) and, consequently, that people often make costly mistakes.94 Therefore, consumers need incentives and help to make decisions that are in their best interest.95

The idea behind nudging is libertarian paternalism: paternalism because there is a clear indication of the path, libertarian because there is no obligation to follow it. This guiding principle is flexible and can be adapted to all levels and policies. It can be used in all kinds of institutions, public or private if policymakers and the system of rules conform to the desire of those who designed the model.

In essence, nudges can shape the setting for the choice architecture. Friction, for example, in all its forms (e.g. reading, clicking, scrolling, paying) plays a key role when it is part of the design of online experiences. A clear example is the context of cookie consent pop-ups. Nudges can be positively altered by driving real and lasting behavioural changes. Depending on the implementation of rules about infrastructure, different responses from the recipients will arise.

The policies on vaccines represent another example, as empirical studies demonstrate how getting a vaccination implies a decision under conditions of uncertainty that leads to the overestimation of some risks (the adverse effects of vaccines) and underestimation of others (the danger of getting sick).96 Legal scholarship investigates the most valuable tools to encourage vaccination practice: the COVID–19 pandemic increases the urgency of undertaking nudging-focused research, to understand, for example, if it would be a concrete incentive to grant permission to enter to cinemas only to citizens possessing the ‘green-pass’.97

Behavioural data is the fuel of the design architecture. The implied logic of the nudge theory is data-driven social engineering data. Consequently, there are no neutral designs for architects,98 meaning that they should be aware of the mechanisms that govern human choices. Individual decisions are, in fact, often driven by heuristic-based reasoning, as opposed to the pure optimization approach presumed by rational choice theory.99

In sum, heuristics are devoted to simplifying complex decisions. Through them, an individual substitutes a problematic question with an easier one, as heuristics are a sort of generalization that helps individuals to judge immediately but often result in irrational or inaccurate conclusions. They act as cognitive shortcuts under conditions of uncertainty.

In this field, a crucial contribution was made around the early 1970s by a series of papers written by Amos Tversky and Daniel Kahneman that revolutionized academic research on human judgment100. Daniel Kahneman also received the Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel on 2002 for integrating insights from psychological research into economic sciences, especially concerning human judgment and decision-making under uncertainty.

Based on Kahneman’s findings, uncertainty is an unavoidable condition: individual choices must be taken:

‘on beliefs about the likelihood of such uncertain events as the guilt of a defendant, the result of an election, the future value of the dollar, the outcome of a medical operation, or a friend is response. Because we normally do not have adequate formal models for computing the probabilities of such events, intuitive judgment is often the only practical method for assessing uncertainty’.101

Over time, the number of heuristics, and biases identified in psychology have enormously increased from the original ones: availability, representativeness, anchoring and adjustment.102 Likewise, the application of the theory spread into many different disciplines, including economics, law, medicine, and political science.

Consumer behaviour and consumer policy are exemplary contexts for behavioural economics to contribute:103 it was demonstrated that consumer decisions are subjected to systematic bias and heuristics which are context dependent. Moreover, practical implications to nudge behaviour in consumption domains are the fact that consumers tend to rely on the status quo bias considering any deviation as a loss or the fact that consumers tend to grant value to items already possessed by someone else that they do not own (endowment effect). The knowledgeable use of these tools has remarkable effects on different issues relating to product choice healthy eating, financial decision making and sustainable consumption.104

It must be noted that notwithstanding the apparent appeal of the nudging theory and its practical applications in many different policies, both in the US and UE, concerns are still in place: libertarian paternalism seems to be inadequate as a guiding ethical framework because it fails to recognize how being nudged fully affects different human capabilities.105 Critical scholars noted that human preferences are not stable as the theory of nudging tends to affirm, and an alternative, it proposed an ‘active choosing by design’, as a default rule for nudges, where social learning and related development consequences are relevant.106

2.2 … or to manipulate digital consumers

Ultimately, architectural design is a source of power.107 Design induces consumers to agree to something they might not have chosen with another type of design. It is difficult – if not impossible – to determine what authentic consumer preferences are, how they express their preferences, and what actions, or decisions, would align with their preferences.

Designs can have a fair (persuasive) purpose. However, they can also be inspired by other purposes, including unfair intentions: in this way, what was described as a nudging technique can be transformed, updated, and targeted in potentially elusive or manipulative practices. Empirical studies demonstrated that in digital context, companies can discover how changes in interfaces and product designs will impact consumer choices and behaviour.108

Concisely, the intent is to introduce the critical distinctions subtended to the different aims of the practices.

Here is the main difference between the original meaning of nudging and the ‘pathological’ interpretation.

Following the definition expressed by the European Data Protection Supervisor (EDPS),109 with the Opinion 3/2018 relating online manipulation and personal data:

‘manipulation also takes the form of microtargeted, managed content display which is presented as being most ‘relevant’ for the individual, but which is determined in order to maximize revenue for the platform. This is akin to the ‘secret menus’ used to steer users of ecommerce sites and the ‘dark patterns’ used to dissuade decisions less desirable from the platform’s perspective (such as declining to add additional items, like insurance, to a shopping cart)’.110

In the same way as nudges, manipulation often works by leveraging cognitive biases. However, conversely from it, a manipulative practice aims at changing the way the user would have acted in the absence of it. It can be challenging to understand when nudging ends and manipulation starts when considering how options are selected, arranged, and affect how people understand and respond to them, even affecting conscious awareness. Following Cass Sunstein’s words, an influence is manipulative ‘to the extent that it does not sufficiently engage or appeal to [the target’s] capacity for reflection and deliberation’.111 Manipulative practices are often targeted towards ‘cognitive, emotional, or other decision-making vulnerabilities.112 Hidden influence and exploitation of vulnerabilities are the primary means of manipulation.

Unlike persuasion, with manipulation one takes control over users. Legally speaking, the existing fine line is similar to the distinction between ‘legitimate influence’ and ‘illegal distortion’ of the average consumer’s behaviour under the UCPD.113

Under the pressure of manipulation, users lose their capacity for self-government, and manipulation ‘undermine or disrupt the ways of choosing that they would critically endorse if they considered the matter in a way that is lucid and free of error’.114

Spenser describes the evolution in how manipulation is considered, distinguishing different eras: the pre-digital era, the digital era, and the current digital era. Concerning the context of data-driven technologies, users are efficiently engaging in manipulative practices, as well as they are the target of digital surveillance, and without difficulties their vulnerabilities and regular decision-making process are identified.115

Behavioural advertising is a subject of particular interest for the application of manipulation techniques.116 For example, the fact that Facebook can monitor the content and tone of user interactions is functional to targeting their young community (e.g. teenager users) with advertisements. Online behavioural advertising, or interest-based advertising, has represented the object of study and attention of different regulatory authorities. In the US, the Federal Trade Commission (FTC), an independent federal agency whose main scope are the protection of consumer and competitive markets, defined it as tracking a consumer online activities over time to deliver advertising targeted to the consumer’s interests. The tracked activities are searches conducted, web pages visited and content viewed.

US regulation of the phenomenon is mainly based on industrial self-regulation by FTC principles. Likewise, in the EU, the complex online advertising ecosystem which involves a multiplicity of actors (e.g. publishers, advertising intermediaries, such as advertising networks; supply-side and demand-side platforms; data management companies), has recently been studied by the European Commission, mainly to understand the compatibility with legal provisions on consent, contained in the Charter of Fundamental Rights and in a multiplicity of EU secondary legislation (GDPR; Service Act; e-privacy; Digital Content Directive, see more in Chapter II).117

To conclude, a popular example of the criticalities encountered when distinguishing the various levers of influence and persuasion from manipulation in advertising is the terrain of the psychographic profiling used influence elections after the Cambridge Analytica scandal. In March 2018, the political services firm Cambridge Analytica, employing, in turn, the company Global Science Research (GSR) to generate vast repositories of digital user profiles, had improperly used Facebook’s advertising social network to exercise influence in the 2016 U.S. presidential election.118

The approach employed was different to traditional mass advertising: Cambridge Analytica personalized messages in a range of media from direct mail to online cookie driven, to targeting, to social media banners, and even to set up televisions. Cambridge Analytica’s sophisticated operation consisted of transforming psychographic profiles, mainly acquired by online measures, such as Facebook ‘likes’,119 to targeted messaging, where the tailoring messages correspond to the specific personality traits of their recipients.

Technological advances give reason to believe that efforts like these will continue to evolve (section 3.3).

2.3 The phenomenon of dark patterns (see Chapter II, section 2) 

All choice architectures can potentially constitute dark patterns when they have different aims from the one to honestly nudging consumers toward a decision in their best interest.

Based on manipulation, several different techniques exploit people’s emotions or constitute tactics based on lies, false promises, and pressure.120

Given that the phenomenon of dark patterns is central to this analysis, it will be extensively described in section 2 of the Chapter II, to maintain the unitarity of the study-case focus.

By way of example of the analysed phenomenon, the nagging tactics represent one of the categories of dark patterns which shows a distinctive trait: unlike the other types of dark patterns, it does not target a specific consumer vulnerability.121 It is substantially a repetition of a request addressed to the user to do something the company prefers them to do. The persistence of the request can, ultimately, lead the consumer to satisfy the request, and depending on the type of consumer nagging can help or hinder them. This happens, for example, every time Google prompts users who have disabled ‘location services’ to consider enabling the feature.

Nagging practices harm consumers and warrant timely intervention, mainly because they concern the validity of consumer consent. Under conditions of frequent notifications or continuous reminders consumer self-determination and freedom of choice could be threatened. They are all pragmatic situations in which consumer attention is under pressure. Some considers the situation as ‘Attentional Theft’.122

Other effects of nagging, predominantly indirect, can affect privacy or provoke implications for antitrust as it can lead consumers to disclose more personal data than necessary for the services (see Chapter II section 2).

Above all, this anticipation is finalised to give account of the research attempts to provide new computer-based systems for evaluating digital fairness of the most influential website across the Member States. In this sense, Claudette is a perfect example of an experimental project developed by the European University Institute in Florence, which can partially automate the checking of websites.123 The original aim of the program was to investigate whether artificial intelligence could be trained to contribute helping consumers to check the terms of service for unfair terms124.

As a preliminary consideration, notwithstanding the valuable efforts of empirical research, the actual knowledge of unfair terms and architectures in the Digital Age is still limited and requires steps forward.125

2.4 Manipulative design and unexplored pitfalls for the information approach

Legal concerns emerged when seeking to regulate new data-driven scenarios through the foundational European information approach (see section 1.3).126

The limits of the pivotal principle are manifest in online marketing, where novel business-consumer negotiation circumstances exist. Consequently, ‘these situations give rise to their rationales for information provisions, given that the consumer is dealing with a remote trader, about whom he may know very little: at the very least, he needs to have contact details for the trader and information about the product or services being supplied’.127

Depending on the design of digital infrastructures, traders must disclose information in several areas, such as information regarding the contract terms. However, also the process of personal information and the use of cookies.128 Due to the nature and the potential consequences of digital architectures design on consumer behaviour, it is not apparent that the variety of mandatory disclosures provided by European consumer law effectively protect them and preserve their autonomy.

What seems to be the cause of the ‘trap’ is that, even if the digital architecture design is legally complaint with disclosure obligations, the same design can also injure consumer authentic free will and consequently their actions. What is more is that, with exceptions for a limited number of policies focused on design, like food law (e.g. food labels), there is still limited specific guidance for the consumer’s protection in situations of architectural nag or manipulative design techniques.129

To go further on the way the technological features impact on traditional approach, it should be considered the transactions between traders and consumers settled in online platforms. Prudent position suggested considering the power and availability of information of the recipient of the service, as it is not always evident the parties, identities and legal status:130 this uncertainty doubts the applicable legal framework to the supply contract. Taking into account Art. 6 bis of the CDR, as amended by the Modernization Directive, it would be essential to strengthen information requirements about the identity of goods/providers, to know the role of the intermediary (online platform), as the platform can bear some of the duties from the supply contract; and to identify if they are buying goods or submitting services from a trader or from a non-trader.131 Consequently, establishing the specific nature of platform is essential. Practically speaking, the Digital Service Act,132 which will be further analysed in Chapter II, determines the correspondence between different online players and their role, size, and impact on the online ecosystem (Art. 5 DSA). It introduces a comprehensive new set of rules for online intermediary services about how they must design their services and procedures. The new rules include new responsibilities to limit the spread of illegal content and illegal products online, increase the protection of minors and give users more choice and better information.

Therefore, also Art. 7 f) of the UCPD as amended by the same Modernization directive states that, in order to avoid a sanction for unfair practice, the party offering the product by using a platform is obliged to disclose whether or not it is acting as a trader ‘on the basis of the declaration of that third party to the provider of the online marketplace’ (Art. 7, f).133 In cases where the platform plays a role of mere intermediary, with due diligence obligations, this must be communicated to the consumer: following recital 19 of the Digital Service Act (DSA) online platforms can act as ‘mere conduit’, ‘caching’ and ‘hosting’ entity.134 Extensively, recital 19 states:

‘in view of the different nature of the activities of ‘mere conduit’, ‘caching’ and ‘hosting’ and the different position and abilities of the providers of the services in question, it is necessary to distinguish the rules applicable to those activities, in so far as under this Regulation they are subject to different requirements and conditions and their scope differs, as interpreted by the Court of Justice of the European Union’ (recital 19, DSA).

All online intermediaries will also have to comply with wide-ranging new transparency obligations to increase accountability and oversight, for example, with a new flagging mechanism for illegal content.

DSA creates unprecedented public oversight of online platforms across the Union, both at National and EU level. The expected effect of the DSA enforcement will be to create comprehensive new obligations for online platforms to reduce harm and counter risks online. It introduces strong protection for user rights online and places digital platforms under a unique new transparency and accountability framework. These rules will give users new protections and businesses legal certainty across the whole single market. DSA is a global first-of-a-kind regulatory toolbox and sets an international benchmark for a regulatory approach to online intermediaries.

Proactive critics arise when considering the findings of behavioural economics and psychological research on consumer law.

Empirical evidence of behavioural economics shows a new policy model could be more efficient by taking into account data from the study of heuristics, biases and situational dependency. A regulation structured in this way could guide consumers to make better decisions: nudges are defined as low-cost, choice-preserving, empirically informed approaches to regulatory issues, including disclosure requirements, default rules, simplification and use of salience and social norms.135

Attempts to consider these new insights already exist in regulatory processes. In the mid–2000s, for example, public authorities became interested in adopting nudges as additional behavioural based policy techniques in a variety of fields, such as healthy eating and standard terms in consumer contracts.136 This type of regulation seems to be more time-saving, group-specific and problem-tailored solutions. The nudge-based policy can also be communicated so people can be aware of it. Statistics demonstrate that in many countries, people approved such tools on average and depending on the policy goal: ‘people believe that if a nudge has legitimate goals and they think that it fits with the interest or value of most people, they are overwhelmingly likely to favour it’.137

Apart from the consideration of the design as a regulatory goal to be disciplined, the new rules on modernizing consumer law, and in particular the rules on recommender systems expressed by Art. 2 of the DSA, implicitly recognized that the way algorithms are designed and used to rank goods or services may affect consumer autonomy.138 The fact is that the content made available to each consumer could be differentiated in light of several parameters, including the use of profiling and personalized techniques. Often, the ‘opacity’ of the criteria used to arrange the results of the online search prevents the user from understanding the logic recommender systems applied, representing one of the significant features of what Frank Pasquale defines as ‘black box society’.139

3. New trajectories to advance legal research 

Alongside the scenario sketched out on the previous pages, with particular attention to the potentialities of technologies in exploiting consumer psychological attitudes, it is essential to individualize the emerging legal trajectories to set the research framework. Premises are both methodological and substantial.

On the methodological side, a twofold assumption is adopted: the need to investigate consumer autonomy through a regulatory perspective instead of the much more limited legislative one, and the consequent need to consider insights from other disciplines necessary to acquire a broad, inclusive perspective to investigate the topic.140

The leading governance scholarship defines regulation as intentional attempts to manage risk or alter behaviour to achieve pre-determined goals.141 Regulation can also be pursued by non-state actors, by a single actor, and by soft-regulatory tools, through several strategies (not only legal ones) to influence some individual behaviours.

Adopting the lens of regulation will ultimately mean to include policy and governance tools that can be unfamiliar to lawyers.

Scholars of Science and Technology Studies (STS) have long recognized the significance of material object design on social behaviour,142 and recently, a leading legal scholar used the term ‘techno-regulation’ to describe these instruments in a digital environment. The initial idea went so far that recent scholars discussed the ongoing path from «code is law»143 to «law is code»,144 meaning with the advent of advanced technologies (e.g. blockchain technology), code is assuming an even more vital role in regulating people’s interactions over the Internet, and law is defined as code.

As a general observation, regulation by design is a crucial and debated current topic. A regulatory function has been attributed to the ‘design’ both by public law and private law purposes. Securing adherence to the rule of law is a perennial challenge in every society. This is the reason for an extensive discussion of the opportunity to include ab origine the rule of law into a technological design since the very beginning.145 The most common application of this approach concerns private law aspects (see Ch. II and III).

In ‘algorithmic regulation’, for example, algorithms are used to impact on consumer rights deeply.146 After all, a variety of legitimate design-based approaches for achieving social goals already existed.147 Internet studies and governance debates often take as a starting point the famous Lessig’s idea considering architecture (or code) as one of the sources of the ‘regulatory tool-box’ to realize a collective or social outcome.148

Subsequently, modern studies explore the interface between law, regulatory governance, and emerging technologies.149 Nowadays, radical rethinking of the relationship between them disregards the concept of technology as an issue of particular interest for institutions, and considers modern technologies as doubly significant, both as primary targets for regulation, and as potential tools to be used for legal and regulatory purposes.150

Examples where the current regulation accepted and implemented the role of technology as a regulatory function already existed: Arts. 24, 25 and Art 28 of the General Data Protection Regulation (GDPR),151 which provides the ‘data protection by design and by default’ requirement, imposing legal obligations on data controllers to ‘hard wire’ data protection norms into information systems development, thus mandating the use of ‘design-based’ regulatory techniques.

Consequently, adopting the lens of regulation implies choosing a method to reach the findings from non-legal disciplines, and to understand the interconnection between their methods with the common aim of managing social risks.

The benefits of the recourse to interdisciplinary are also evident when considering the empirical findings of behavioural economics, which introduce considerations to subvert the European information paradigm, traditionally served to foster the e-commerce market and protect cross-border transactions. From this perspective, the regulation by design could be an effective tool to question the assumptions of what would guarantee transparency and effective provisions when online information and advertising are governed by such web designs and technologies, which, in the worst hypothesis, configure dark patterns.

In future perspective, other potential insights can come from the emerging area of studies on ‘law and emotion’, which has been suggested deserves to join the family of interdisciplinary approaches.152 Scholars from diverse fields have begun to study the intersection of emotion and law because the idea that reason and emotion are cleanly separable – and that law rightly privileges and admits only the former – is deeply ingrained. Law and emotion scholarship proceeds instead from the belief that the legal relevance of emotion is both significant and deserves (and is amenable to) scrutiny.

From a substantial point of view, it is preliminary essential to identify the multiplicity of the legal features of data-driven technologies before focusing on the specific dark patterns case-study (Chapter II).

These features will be explored in general terms before going into details with the following sub-sections (sections 3.1, 3.2., 3.3).

The first factor is theoretical, and it consists of avoiding thinking of consumer transactions as part of contract law.153 Considering, for example, data autonomy, the need for data to be protected must be balanced with the need for it to be accessible and shareable. Consequently, due to the different functions of data, a set of critical principles will grant individuals a legal right to data autonomy, including a right of ownership over data obligations on institutions to share standardized and interoperable data with third parties safety.

Consumer data value has received an increasing level of attention for privacy control. Thus, the second factor of the analysis emerges the interaction between different policies involved. The foremost is the intersection between consumer law and data protection law since data ultimately is information. Choices enable platforms to generate attention and capture data, the primary commodities of the digital economy. With attention and data, platforms can exploit their users’ cognitive vulnerabilities through design choices meant to guide individuals towards behaviours sought by the platform.

This is not the sole intersection between different policies. Competition law is also at stake, particularly after the recent ECJ judgement in case C–252/21 of 4 July 2023 stated that a national competition authority could find, in the context of the examination of an abuse of a dominant position, that the GDPR has been infringed (see Ch. II).154 Digital manipulation implicates antitrust law when a firm uses a product designed to manipulate, or coerce, consumers, rather than merely persuade them. There is a fine line between legitimate forms of persuasion and the exercise of undue influence or even coercion over consumers. Consequently, the enforcement phase is complicated by the duty to examine how allegations of coercion might apply to digital manipulative practices: the investigation of the adequate protection of autonomy before the potential threats of online manipulation implies distinguishing persuasive (competitive) from coercive (anticompetitive).155

Moreover, the overlapping effect exists between different policies, and provokes other essential effects: the blurring of lines between private and public law, and between different taxonomies (section 3.2).

Thirdly, the current regulatory scenario must deal with the broad phenomenon of personalization. Powerful algorithms can exploit knowledge about specific and personal consumer vulnerabilities and emotional tendencies. The fact that digital technologies allow not only knowledge of consumer preferences and profiles but also the inferred psychological states, vulnerabilities and personal misperceptions can give rise to personalized legal tools (section 3.3).156

3.1 The research overlapping area: blurring the line between legal policies

The cross-cutting nature of data has prompted a new twist in the relationship between data protection, consumer law, and competition law. This leads to the convergence of different legal domains and new points of tension between them. A growing volume of regulatory policy documents testifies this trend (see Chapter II).

Besides their specific goals, competition law, consumer law, and data protection law serve the common aim of protecting the internal market differently way. Competition and consumer law aim at enhance social welfare, while data protection law originates in fundamental rights protection.

This individual rights protection is not instrumental to achieving other goals, such as enhancing social welfare. Instead, it is inextricably linked to the protection of human dignity. While competition and consumer laws regulate the use of data – only to the extent that it affects competition and consumers – data protection regulates the collection and use of personal data in general.

Data is crucial for a company to achieve commercial success, as it is routinely used to offer products and services to customers. This also makes data collection and use subjective to competition and consumer law. At the same time, personal data is also a fundamental right, as outlined in Art. 8 of the EU Charter of Fundamental Rights (hereafter: EU Charter).157 Indeed, the term ‘consumer privacy’ is common in US literature, and in some jurisdictions the term ‘consumer data protection’ is used as well.158

In modern markets, where many companies offer services, consumer and data protection law can complement each other. Data protection law, in recent case law, contributes to informing the interpretation of consumer law: consumer rights become functional to challenge the excessive collection of their personal data and tackle data protection infringements. The interplay of data protection law and consumer protection law provides exciting opportunities for a more integrated vision of ‘data consumer law’ and it deserves specific analysis to frame the current research inquiry about autonomy (section Chapter II).159

Nevertheless, critical issues are still numerous. In the digital environment, where almost any data can be linked to an identifier, the distinction between what constitutes personal data and what remains non-personal data – and therefore not subject to the scrutiny of stringent data protection rules – is often difficult to trace.

Many lawyers have already defined the General Data Protection Regulation (GDPR) as the ‘law of everything’ because it applies to almost any collection and use of data. As a result, in any data-related enforcement action by competition or consumer authorities – or any other authority for that matter – data protection rules apply.160

The relationship between consumer and data protection law is complex, particularly within the EU’s online environment. While there are significant similarities between their respective sources, tools and purposes, there are also arguable differences between the two policies, which will be further exposed (see Chapter II).

An exemplary matter of the overlapping phenomenon is online advertising is the usual setting in which firms design dark patterns to obtain personal consumer data. Within the digital era, the protection of EU consumer personal data has become increasingly important, as the individual data is often exposed, shared, and transferred to sellers and third parties. To target advertising and offer personalized recommendations or customizing products and services, based on consumer preferences, weaknesses, and psychological insights. Given the increased need to protect consumers from unlawful advertising, the discipline of online advertising shows the (problematic) interaction between EU data protection law and EU consumer law.161 Consumer law could offer an additional layer of protection in cases of personal data breaches by the AdTech industry.

Lastly, from a competition law perspective, although personal data cannot be reduced to a mere commodity or consideration for a service, in some instance, the amount of personal data collected from individuals by a service provider (as in two-sided markets, such as social media services) can be compared to a price. From this perspective, competition, consumer, and data protection laws aim to empower individuals to make choices on price and quality (where personal data can be both a substitute for price and a characteristic of quality) and address power asymmetries.

Competition law creates a choice for consumers on price and quality to secure lower prices and higher quality of products and services. Consumer law aims to protect consumers (generally considered the weaker party vis-à-vis a business) by guaranteeing them a choice in terms of price and protecting them by imposing quality and safety standards. For this reason, it has been observed that competition law and consumer law mutually reinforce each other. Data protection, in turn, adds layer of protection, safeguarding individual control over personal data and choices.

3.2 The effects of disruptive technologies on long-established legal taxonomies

Over the years, legislative typification and normative archetypes have been harshly challenged by the phenomena of digitalization and globalization, which have increased the complexity of law.162

A mutual bonding between the development of traditional normative taxonomies and digital impact produced a disruptive effect on how legislators have reduced the complexity of real social situations into predetermined standard models and categories. The digital world adds a new immaterial dimension and creates unexplored situations in law with new opportunities for consumers.163

When observing the structure of the General Data Protection Regulation (GDPR),164 based on the ‘one-fits-all design’ of legal norms, which includes many different cases into a sole Regulation, a certain degree of imprecision and difficulty to guarantee protection in different cases emerges (see Ch. III).165

Normative models work on the base of approximation and can lead to regulatory errors, inequalities, and inefficiencies. To avoid unequal treatment and to ensure a higher degree of individual fairness, an opposite approach can be achieved at the price of reduced legal certainty or higher complexity costs.

Examples are numerous, mainly emphasizing the inadequacy of traditional categories to cope with new legal issues or underlining the blurring of lines between two or more traditional categories. Typification is undoubtedly necessary in law nonetheless it is a characteristic trait of the Western legal tradition systems.166 Only recently, scholars focused proactive efforts to search for new categories and propose legal reasoning based on new foundational structures of law (see section 3.3), in the direction of the already mentioned law 3.0 scenario.

A recurrent example comes from the field of property rules applicable to data. It shows the controversial discussion in legal doctrine regarding the existence of an ‘ownership’ right to data.167 Data is a non-rival resource. However, can also have an excludable nature as its use can be restricted, denying access. The concept of exclusivity poses several questions and concerns about ‘data rights’: there are concerns about what types of data (namely, information) would be the object of exclusivity, as well as concerns about the fact that data can be reproduced, used, and distributed as often desired without the data owner losing the same opportunity to reproduce, use and distribute the data.

Another specific issue involved in dark patterns debate can be anticipated: the blurring of lines between advertising and information.

‘Among the practices that can threaten consumer autonomy are forms of covert advertising, which frequently occur in online platforms. These practices are made possible by the fact that the boundaries between genuine information (or recommendation) and advertising have become blurred in the context of online interactions between traders and consumers. Digital platforms tend to take advantage of this opacity’.168

There are many circumstances that do not clearly state the fact that communication has commercial intent. This makes the practice unfair under the UCPD provisions, according to which any form of commercial communication must be identifiable as such by the recipients of the communication.

About this situation, the Unfair Commercial Practices Directorate set up by the Italian Autorità Garante della Concorrenza e del Mercato (AGCM) has underlined the difficulty of allocating the responsibility for performing the duty of advice about the intent to advertise: it is important to specify if it is the supplier or the influencer that have to advise about the intent to advertise, and the potential role of the platform to guarantee transparency about it.169

3.3 Personalized advertising, and services… and ‘personalized law’

The continuous growth and impact on consumer choices of personalized digital practices,170 such as ranking, profiled disclosures, and personalized price, currently lead influential scholars to discuss a somehow provocative,171 theoretical development for law, namely ‘personalized law’.172

Practically speaking, this (new) perspective has been put forth on both sides of the Atlantic and, as already mentioned in the introduction, it explains how algorithms and Big Data could contribute to shaping the structure and scope of the law based on the study of individual behaviours and attitudes.173

In other words, the ongoing trend is based on the ‘granular legal norms’ idea,174 which is intuitively the opposite of the traditional law of the State governed by the rule of law, where general and abstract norms ensure the equal treatment of citizens without being under the influence of individual or group interests. A common criticism addressed to the historical western legislative tradition that proceeds for general principles is the risk of unequal treatment.

Using data obtained by artificial intelligence techniques and Big Data analysis, the legislator can tailor legal norms to user cognitive capabilities, personalities and other real features. Consequently, he can strengthen the shift from formal equality to substantial equality. This value is an inherent scope of private law that has characterised this body of law since the 20th century when law had to take account of socio-economic and relational weakness.175 If standard rules would now leave the floor to personalized rules, there would be different critical issues in comparison to the past.

Currently, the combination of advanced technology and behavioural analysis represents the approach to overcoming the inherent difficulty of the inductive process of abstraction, consisting of inferring a general principle from the analysis of a variety of cases. Granular legal rules can better respond to specific needs. In this sense, it was noted that ‘technology could make it possible to readjust the relationship between individual fairness and legal certainty’.176

Considering the attention dedicated in the previous pages to the contribution of other disciplines, such as behavioural economics, it is fitting to describe the brief rebuilding of the debate and main elements of personalized law, starting with its relevance from a comparative law perspective, and its interconnections with other fields of knowledge; the leading critics, and finally what changed in the relationship between law and individuality.

First of all, comparatists noted that the idea of personalized law is not an original one; rather it is rooted in the typical common law case-based method, where norms are tailored to the relationship between parties and their attitudes177. Zeno-Zencovich noted that:

‘[…] granular norms are (simply?) a return to the past. One destructures a general rule in its thousands, millions of occurrences and applies it casuistically. In this case however the restructuring is not done though a microscopic analysis of precedents, but though digital technologies which, analysing data concerning the parties involved, circumstances, goals (e.g. efficiency) are able to set, ex ante, an individualized rule’.178

A closer legal analysis shows that granular norms are not absent in European tradition. Unquestionably, the need for ‘good governance’ of personalized law emerge: to consider technological and behavioural insights into legal interventions, it is important to recognize potential inherent drawbacks. Doubts and criticism relate to the same structural elements of modern personalization, namely technologies and behavioural analysis. Considering a potential bias, not every person acts in the same (biased) way. This is why behavioural elements complicate policies and regulatory standards.179 What is more, from the perspective of technological insights, algorithmic operations are not ‘neutral’ as they, ultimately, depend on designers’ choices, and consequently they are subject to bias, interests, and human strategic choices.180

For Casey and Niblett fundamental questions in personalized law concern: (1) source and quality of data, (2) discrimination and bias, (3) human intervention, (4) transparency of data, and (5) regulation of the providers.181 Essentially, the quality of data a lawmaker relies on, determines the conditions for the algorithm to achieve the objective of the law.

3.4 The drawbacks of personalization: algorithmic discrimination, failures, and meta-preferences impacts

Hypothetically a poor quality of data concerning user behaviour could determine a discriminatory algorithmic operation, and in this sense, granular norms based on algorithmic decision-making can reduce or exacerbate existing biases in the law. Moreover, at least two other critical issues emerge concerning the implied human choices and transparency. Humans are involved in all stages: designing, training, and assessing the operation and aims of the algorithm. Humans could also check from an ex-post perspective if the algorithm result complied with the given ex ante mission. It is still debated under which circumstances a human can ‘diverge’ from the algorithmic choice and decision, following a path most convincing for him based on knowledge and professional experience. It fundamentally depends on how lawmakers can use algorithms to personalize the law. For decades, algorithms have been an integral component of every computer program. Today, algorithmic decisions dominate many aspects of our lives: beyond the execution of complex computational operations, they, very often, replace the discretion of human choice.

From this perspective, the discussions about the constitutional dimensions of predictive justice are relevant as part of the broader changing landscape at which digital constitutionalism is depicted.182 In a controversial 2016 ruling (State or Wisconsin v. Eric L. Loomis),183 the Wisconsin Supreme Court ruled on the appeal of Mr. Eric L. Loomis, whose six-year prison sentence had been imposed by the Circuit Court. In determining the sentence, the judges relied on the COMPAS (Correctional offender management profiling for alternative sanctions) program, owned by the Northpointe (now Equivant) company, according to which Loomis was identified as a high-risk recidivist. Although it cannot be determinative, a sentencing court may use a Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) risk assessment as a relevant factor for such matters as: (1) diverting low-risk prison-bound offenders to a non-prison alternative; (2) assessing whether an offender can be supervised safely and effectively in the community; and (3) imposing terms and conditions of probation, supervision, and responses to violations. A COMPAS risk assessment may be used to enhance a judge’s evaluation, weighing, and application of the other sentencing evidence formulating of an individualized sentencing program appropriate for each defendant.

The appellate court held that using COMPAS risk assessment at sentencing did not violate Loomis’ due process right because he failed to show that the sentencing court relied on gender.

The second issue mentioned relates to transparency, a constant concern about algorithms. In AI architectures it is possible to know the inputs and the outputs. Instead, it is difficult to know the ‘reasoning’ of the machine. These digital rationales are not as straightforward as traditional statistical techniques to understand the role played by the different variables in the decision-making process.

Among these theoretical insights, an example of the shift provoked by a personalization legal process would contribute to clarifying the benefits of analysing a legal topic such as consumer autonomy.

In the consumer law field, a relevant evolution of the consumer as a subject showed the need to overcome the European judicial definition of the ‘average consumer’ and move towards the multiplicity of the ‘images of the consumer’.184 The variety of types of consumers was analysed by the scholarship that advocates this expression based on different individual consumer behaviours:185

‘attention was therefore drawn to vulnerable consumers, hasty consumers; consumers with inferior bargaining power; and uninformed consumers. Along a different taxonomy, the following consumer images were to be set out: the fully informed consumer; the information seeker; the passive glancer; the snatcher; the irrational consumer; and the consumer without choices’.186

In sum, Big Data and algorithm-based regulation could fundamentally change the design and structure of legal norms: impersonal law based on typification could be replaced by personalized law.

To comprehensively conclude this general description, the potential drawbacks of personalization deserve attention. Are we sure that market automation’s the sort of ‘psychological reductionism’ do not lead to wrong nudges? Are consumer ‘meta-preferences’ taken into account by algorithms? Data-driven marketing mostly focuses on behaviour, at the expense of higher-order psychological processes such as preferences, emotions, and moral judgments: a machine that reveals consumer preferences from Google searches or browsing history on Amazon may ignore mental processes that lead to individual behaviour. This is particularly important in contexts where consumers have aspirational preferences that might differ from those suggested by their past behaviour, namely meta-preferences.

The link between preferences and meta-preferences often reflects the inherent tension between who the person is now and the ideal representation that the individual has of himself and would like to be. By ignoring meta-preferences (which may be inaccessible to the algorithm) and instead focusing on the preferences suggested by past choices, data-driven marketing might deprive consumers of the ability to improve their character and encourage them to repeat choices they wish not to make again.

4. Research inquiry and method

To sum up, Chapter I mapped the new challenges and opportunities emerging with the advent of data-driven technologies, and it framed them into the current European regulatory and policy framework.

Firstly, the unresolved inadequacy of the sole information approach and the current European legislator’s awareness about it come to light. Similarly, legal scholarship sparks discussion on the suitability of complementing the current approach with other policy models and legal tools. With data-driven technologies, the importance of integrating cognitive science insights in regulatory aims is evident, as it has become possible to gain exact knowledge, not only about consumer preferences and cognitive characteristics to profile them but also about consumer misperceptions and vulnerabilities as observed in real-time.

The proposal for a tight integration between behavioural insights and regulation is even more crucial if taking into account the fact that regulatory models and legal prototypes applicable to data-driven technologies are still widely debated. In contrast, in the meantime, information technology evolves and the cost of data collection, storage, and processing declines. Analysing large volumes of unstructured data (Big Data) could play a transformative role for models to protect consumer autonomy.

Critical issues derived from data-driven scales, predictive power, and also from the fact rationales are numerous and still insufficiently explored: the statistical source they are based on, for example, can not recognize the consumer meta-preferences variables which could, case by case, be crucial to turn the consumer’s mind toward the opposite choice than the algorithmically predicted one. Thus, people might not defer choices relevant to their identity to such algorithms.

The forward-looking perspective proposes rooting regulation on behaviourally personalized information, instead of standardized (impersonal) information, to increase adequate protection of autonomy.187Building a personalized legal approach using data and algorithms is on our doorstep.188 Should we welcome this transformation of law as a techno-regulation tool that strengthens consumer autonomy? How can digital design or digital architecture contribute to enforcing fair and lawful data processes and consumer protection?

The investigation will be conducted in the following pages by analysing the consumer (cognitive) vulnerabilities related to digital architecture and designs. The case-study of dark patterns will exemplify how quick and easy it can be to scrap user consent with malicious intent, and obtain consumer responses formally compliant with the current EU legal framework, but substantially not authentic, and consequently deviating from genuine autonomy.

Within the evolving legal and technological setting described (see section 3), the research inquiry aims to investigate the tension between the formal current European legal protection of the multidimensional concept of autonomy and its concrete efficacy, through the case of dark patterns. For the intricate frame of applicable provisions, the analysis will consider the main rules of consumer law, data protection law and competition law to understand the extent to which the frame is still effective, and to which traditional notions require a new interpretation.

The research inquiry, furthermore, engages with the practical role the architectural digital design can play in avoiding pitfalls in the efficacy of current legal framework, and in constructing effective protection of consumer autonomy.

Implied sub-objectives will contribute to analyse the effectiveness and robustness of the complex and overlapping legal framework currently protecting consumer choices under the effect of dark patterns.

From a methodological point of view, the ambitious and articulated goal requires the adoption of a perspective able to consider a multidisciplinary and empirical approach, which informs EU policymaking regarding the design of digital architectures. To realize this aim, the analysis must profit from the advances provided by a Law 3.0 scenario, as a starting point for integrating normative and non-normative tools.
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II

WHEN AUTONOMY STRUGGLES WITH DARK PATTERNS: PROMISES AND PITFALLS OF THE CURRENT EU REGULATORY PATCHWORK

1. Perspective and approach of the Chapter

The previous chapter has recognized the structural directions taken to counter the risks to consumer autonomy posed by fast-moving data-driven technologies.

Based on these premises, the current chapter moves forward, considering that risks to user autonomy no longer come only from the quantity of information and transparency but also, and predominantly, from factors like tricky digital structures. Consequently, the issue of controlling choice architecture, meaning how to assess fairness, becomes crucial.

Thus, the perspective toward the protection of autonomy becomes slightly different: instead of focusing on the remedies for the injured consumer offered by European law, the analysis centres on the nature and origins of threats, namely dark patterns, recognizing which provisions ensure fair and lawful choice architectures.

To sum up, the research moves the focus from transparency to fairness because autonomy protection in the digital environment develops towards a twofold core: information duties and a fair design. Relate issues on how a designed interface could be a human-centred design, respectful of consumer free choice led to investigating the requirements digital interfaces must meet: a critical issue questions if current regulations and judicial interpretation can be sufficient to redesign adequate information disclosures or more generally, to protect consumers from potential exploitation of their cognitive bias.

Specific attention will be dedicated to the efficacy of those existing principles and legal tools, such as free consent, guaranteeing that digital architecture is legally compliant both formally and substantially. In marketing law and data protection law, consent constitutes an integral part of empowerment, for example.

Equivalent attention will be given to the analysis of fairness, a concept which is generally referred to as human behaviour, which nowadays also becomes a pivotal principle of AI ethics, which models algorithmic operations to democratic values, such as freedom and equality.1

Put simply, the concept of unfairness, developed in consumer law, cannot be ignored when assessing data exploitation strategies under the GDPR. Indeed, GDPR must be perceived as an essential pillar of consumer protection law, even because it is, in itself, a sort of due diligence process: data controller must ensure legitimacy, transparency and security, respecting the principle of proportionality, demonstrating accountability and ensuring empowerment of data subject.

Given this relevance, the design architecture will be investigated as a meaningful path toward an effective response to the protection of data-subject/consumer autonomy.

The regulatory fields considered will comprise two main areas of private law, tightly connected and complementary to each other: data protection law and consumer law. Moreover, key interconnected elements of another field of law – competition law – will also be considered, even if mostly in general terms, on the assumption that unfair digital design could also be anticompetitive, and consequently impacts consumer options.

Notwithstanding their different rationales – fair processing for data protection law and fair transactions for consumer law – this Chapter explores the implicit potentialities for a more holistic vision of data consumer law.2

From a structural point of view, the impact of dark patterns on the several mentioned policies will be emphasized, together with their interconnection and their efficacy for substantial autonomy protection. Additionally, suitable amendments will be proposed to provide the basis for further discussion in Chapter III.

2. Design patterns and the pervasive phenomenon of dark patterns

As anticipated in Chapter I (section 2.3), a slightly different phenomenon from nudging nowadays worries legislators in Europe, and many other countries: dark patterns which exploit bias to exclusively pursue the operator interest to the detriment of user interests, or public interests. Very often what seems to configure a poorly designed web-interface is the result of choices specifically made to misuse user cognitive bias, increasing the providers’ profit.3 This malicious aim does not fit a digital design that is genuinely required to give priority to the protection of fundamental rights, including the right of self-determination. The result will be a design pattern which will not ensure substantial transparency, fairness, and compliance with ethical and normative principles.

Indeed, the choice of digital architecture affects the presentation and quality of information to the user and, consequently, their decisions.

Manipulative designs induce users to perform certain actions unconsciously.4

Harry Brignull5 originally aimed the term dark patterns. Recently, the efforts of legal research and European regulatory documents focused on identifying and classifying the polyhydric practices included under the label of dark patterns.

Looking firstly at the academic contributions dedicated to the topic,6 dark patterns are commonly identified as ‘user interface design choices that benefit an online service by coercing, steering, or deceiving users into making unintended and potentially harmful decisions’.7 Behavioural economists prefer to consider dark patterns as species of sludge8, while other academic researchers consider them a type of market manipulation.9

The idea is not new. Firstly, it harks back to unfair commercial practices (see below in section 5.2). However, due to the global dimension of e-commerce, dark patterns are even more sophisticated, dangerous and widespread in the digital environment than the well-known unfair practices. Dark patterns appear not only in cookie banners: they are also prevalent, with variations, in social media settings, e-commerce, and fitness apps that users install on their mobile devices. They proliferate in chatbots and virtual assistants whose mission is to learn about their users and generate knowledge to persuade and proactively engage in triggering – or even originating – (new) vulnerabilities.

These practices impact on consumers in a variety of ways: they can mislead them, distort their choices and behaviour, or make certain decisions more prominent, more difficult, or more accessible. Dark patterns can create a false feeling of urgency, or a ‘missing out’ fear (e.g., the use of a ‘high demand’ message), or a feeling of guilt via social influence or peer pressure, or they can obstruct or confuse consumers, also by sneaking items into the shopping basket. Every specific form of dark patterns, and consequently their legal assessment, depending on how and to what purpose they are used (e.g. ‘pre-formulated declarations of consent’, ‘clickwrap contract’ and ‘cookies walls’ specifically aim at scraping consent).

Within such a diverse scenario, Luguri and Strahilevitz observed that a first wave of research seeks to create a helpful taxonomy of dark patterns, while a second wave of scholars established the growing prevalence of these techniques.10 The overall goal of numerous taxonomies is to understand better the legal challenges behind dark patterns, mainly how designers affect the data-subject decision-making process.11

For the scope of this book, it is not necessary to present the fully extent of categorization proposed by academics. I will limit the description of dark patterns to the sole official document that disciplines the phenomenon.12

The European Authorities13 have recently published a commonly accepted taxonomy of DP. Specifically, the reference model is based on content and type of interface: the attempt was carried out by the European Data Protection Board (Edpb) based on Article 60 of the GDPR. The Board published the Guidelines 3/2022 dedicated to Dark patterns in social media platform interfaces: how to recognise and avoid them,14 a soft law document addressed to designers to avoid the insertion of dark patters within sites, social platforms, and consent management platforms (CMPs) in websites to manage user privacy consent.15

A short description, as follows, of the main characteristics of every category proposed by the EDPB will be helpful to understanding the type of exploitation.

Overloading, based on which users are confronted with a large amount of information, requests or options to prompt them to share more data, or unintentionally allow personal data processing against the data subject’s expectations.

This first category includes three specific types of patterns: continuous prompting; privacy maze; and too many options. Continuous prompting is the practice of re-proposing at each access the same request for information that the user initially refused to grant. As a result, the user will be inclined to give the requested information to not see the request reappearing again.

The so-called content-based privacy maze occurs when data protection information, instead of being placed in the same place, is in different tabs, resulting in inconvenience to the user. Such a situation can occur when the privacy notice is structured to make it more difficult for the user to read and understand the information contained within it.16

With the too-many options pattern, the number of choices leaves users unable to make any choice or makes them overlook some settings, especially if information is unavailable. It can lead them to finally give up or miss the settings of their data protection preferences.

The skipping pattern class induces the user to forget or not think about all or some data protection aspects. The so-called deceptive snugness and the look over are subcategories. The former is exclusively related to the interface. An example is intrusive data features and options enabled by default: this constitutes a dark pattern because, usually, the user keeps the pre-selected options without evaluating the others available.

The second the look over there is an interface used to distract the user’s attention towards elements that are unrelated to data protection. To exemplify, the controller reports through texts that contain a lot of non-relevant information and omits the relevant details.

The category of stirring patterns affects user’s choices by appealing to their emotions or using visual nudges. Subcategories are emotional steering and hidden in plain sight patterns. In the former, emotional steering, wordings or visuals are used in a way that conveys information to users in either a highly positive manner, making users feel good or safe, or a highly negative one, making users feel anxious or guilty.17 The latter, visual options use a visual style for information or data controls that nudge users away from advantageous data protection options towards less restrictive and thus more invasive options.

The hindering patterns hinder users in various ways, such as obstructing or blocking users becoming informed or managing their data by making the action difficult or impossible to achieve. Its subcategories are dead ends, longer than necessary, and misleading information. In the first case, some links that would allow the user to exercise his or her rights are missing, or the interfaces appear to be unresponsive to commands; in the second case, the unnecessary prolongation of the choice process is questioned, or the proliferation of opt-out versus opt-in steps are characterised the interface; and in the third, misleading information is used, which makes the user believe that the information to be provided is indispensable to obtain a result. In this case, the dark pattern violates the principle of minimisation, which requires that only data strictly necessary to achieve the purposes be collected and processed.

Fickle patterns generate an unclear design: the interface is inconsistent and makes it difficult for the user to navigate through the data protection control tools and understand the purpose of processing.

Lacking hierarchy and decontextualising are subcategories. The first case occurs when the information given to the user is not divided into sections or paragraphs, making it difficult to read it, or in cases where a social platform differs a little from the usual design model: this occurs when in different device versions of a social platform the settings are displayed with a different symbol. The second case, so-called decontextualizing occurs when an information or data protection control option is located on a page out of context and becomes difficult for the user to find because it has a non-intuitive location.

With the left in the dark pattern, uncertainty prevails as the interface is designed to hide information or data protection control tools, or to leave users unsure of how their data is processed and what kind of control they might have over it regarding the exercise of their rights. Language discontinuity, conflicting information or ambiguous wording are subcategories. Language discontinuity occurs when information about data protection is not provided in the official languages of the country where users live, as opposed to the service. Conflicting information leaves the user uncertain about what they should do and the consequences of their actions: for example, the social network informs the user of control over their sharing preferences but at the same time specifies that it is not possible to change them on content posted.

Finally, the use of ambiguous words or information is also dark: for example, using conditional or vague wording that leaves the user uncertain about the use of the data and the purpose of the collection; or using specific or technical language that is difficult for the average user to understand.

It is clear from this brief overview that the variety and diversity of circumstances have configured problems, primarily at the crossroad between data protection and consumer law.18

From an ethical point of view, user concerns also increase as data collectors have the tools to manipulate individual information.19 Knowing or inferring a person’s preferences allows one to exert considerable influence over that person; it is possible to find out their goals, their weaknesses, and vulnerabilities, and when and how they are influenced.

2.1 Dark patterns and consumer harms. The threats to self-determination data and consumption choices

Potential material and non-material harms caused by dark patterns could be various: they could be economic, such as the payment of a higher price or an unwanted subscription to service; they could be privacy harms, such as the disclosure of more personal information than necessary, or by giving consent to invasive privacy practices; they could cause emotional or psychological distress, such as the feeling of guilty about a particular choice, feeling cheated, fear of missing out, emotional pressure; or the wasting of time, for example, trying to avoid being tricked, or choosing the ‘unpreferred’ path in order to select privacy protective settings.20

All the different harms have the exact origin: a material distortion of consumer choice and behaviour. Indeed, many threats originate from the exploitation of cognitive bias, which confirm the importance of analysing the concept of digital vulnerability (see Chapter III).

First, dark patterns manipulate consumers by altering online choice architecture in ways designed to thwart user preferences for objectionable ends. They make it possible but asymmetrically tricky for a user to act in a manner consistent with their preferences ‘often by prompting impulsive System 1 decision-making and discouraging deliberative System 2 decision-making’.21

In other words, all the mentioned harms violate individual self-determination: considering this concept in a broad sense, self-determination nowadays is not only related to the governance of data, but it is also extended to consumers’ choices of consumption.22

Western legal traditions focus on the protection of fundamental rights, and there is a conspicuous case law over time, interpreting the right of individual autonomy, or self-determination, firstly in the traditional offline environment,23 and then concerning to information self-determination.24

The specific dimension of informational autonomy has been interpreted as a related meaning of self-determination, which in turn was treated by the courts as a concept derived by the right to privacy:25 the capacity to choose (see Chapter I). The several variants of case law determined for analysing autonomy as self-determination represent the free development of personality and interpersonal relations, as well as the free participation in society.

One of the correlations of autonomy with the protection of self-determination resulted from the regulation of the consumer’s transactional decision-making under Art. 2 (k) UCPD. This is an actual feature the UCPD holds for consumers in digital markets who will often lack access to relevant data about the audience selection of advertisements and alternative ads they could have seen instead.

In Trento Sviluppo,26 the ECJ stated that the concept of a transactional decision is broadly defined, as it ‘covers not only the decision whether or not to purchase a product, but also the decision directly related to that decision, in particular the decision to enter the shop’.27 It is important to note that the formulation ‘causes or is likely to cause’ does not require proof of an actual distortion of the consumer decision-making. A merely hypothetical consideration of the likelihood of a distortion is enough to pass the threshold.

Risks associated with persuasion attempts increase because online platforms combine extensive use of personal data with interfaces designed to shape choice architecture. According to several scholars, online platforms are applying different forms of user surveillance and manipulation.28 Information asymmetry between consumers and traders is, as always, a typical fil rouge, as it refers to the fact that traders hold more information than consumers regarding the product: hiding information, delay in providing information, or providing wrong information are all possible causes of information asymmetry. A slightly different concept of asymmetry characterised the feature in the digital environment where it becomes a structural feature, which will be discussed further in Chapter III.

Making informed decisions requires having control over personal information (e.g. sensitive data, biometric data). This means the individual’s right to determine which information about themselves will be disclosed, to whom and for which purpose.

The idea of informational self-determination, first introduced by the German Constitutional Court,29 latter entered the European level through the right to personal data. The European Court of Human Rights has derived this new dimension of privacy from Article 8 ECHR.30 Since 1981, the Council of Europe (Convention 108) has established protection regarding the automated processing of personal data.31

The European Union Charter of Fundamental Rights is the first general international catalogue of fundamental freedoms and rights that has mentioned the right to data protection as an autonomous right, protected as such.32

In cases of harm to the consumer informational autonomy right, European jurisprudence conveys well-established positions regarding the nature of the data-subject consent on the disposal of his or her data. Judges adopted, as well as recent lines of interpretation that address the most innovative profiles on the subject, to protect the user’s self-determination and who is the victim of dark pattern mechanisms, or web scraping.

Nevertheless, the impacts of dark patterns on consumer autonomy are, as already emerged in Chapter 1, slightly different: data-driven business practices are increasingly used to develop more effective artificial solicitations to attract consumer attention and influence them, defined as a manipulative form of hypernudging.33 It results in the impairment of user autonomy since it undermines both the authenticity of information and the ability to make decisions by interfering with it. In the following pages this is why it will be important to individualise the legislative coordinates already in act to protect digital consumer autonomy in such circumstances, meaning when choice architectures lead to a consumer behaviour modification. Moreover, due to the nature of potential harms for dark patterns, a debated issue in case law will concern non-material damages. The question for companies will be whether a breach of the GDPR in the processing of customer data, and to the known risk of a claim for injunctive relief also give rise to a claim for non-material damage under Article 82 GDPR. In other words, if in case of any confirmed infringement of GDPR provisions, in addition to the known risk of a claim for injunctive relief, the injured party considers if the circumstances also give rise to a claim for non-material damage under Art. 82(1) GDPR, for which the claimant must determine the threshold of seriousness. A recent ECJ decision stated that the requirement of a certain degree of seriousness of non-material damage caused to the data subject is not compatible with Art. 82 GDPR.34

Regulation in force already presents key elements that controllers and processors must consider when implementing data protection by design, concerning to social media platforms.

Based on the Edpb’s Guidelines 4/2019 on article 25 Data Protection by Design and by Default,35 for example, regarding the principle of fairness, the data processing options should be provided objectively and neutrally, avoiding any deceptive or manipulative language or design.

The Guidelines 4/2019 also identify elements to meet the Data Protection by Default and Data Protection by Design, which becomes concretely relevant for the protection against dark patterns: it states that data subjects should be granted the highest degree of autonomy possible to determine the use made of their data, as well as autonomy over the scope and conditions of that use or processing. Power balance should be a vital objective of the controller-data subject relationship. If it is impossible to avoid power imbalances, data controllers should recognize and account for suitable countermeasures. Data processing information and options should be provided objectively and neutrally, avoiding any deceptive or manipulative language or design. The controllers must provide available information about how they process personal data.

They should not ‘lock in’ their users in an unfair manner. Whenever a service processing personal data is proprietary, it might create a lock-in to the service, which might not be fair if it impairs the data subject’s ability to exercise their right of data portability by Article 20 GDPR.

To enter the lively discussion, the following pages will first outline the essential references in European law to grant authentic consumer protection against deceiving designs.

3. A preliminary ‘map’ of the European regulatory framework coping with dark patterns

The analysis of the criticalities impacting on consumer autonomy, under the pressure of dark patterns, implies the ability to individualize the frame of European regulations concurring to protect consumers from deceiving digital architectures. Complicating the ‘scene’ is the contributory factor of the control of digital architecture being realized considering two layers: the standard-formal requisites and the concrete-specific circumstances.

An interplay of different potentially applicable policies emerges: the reference provisions belonging predominantly to consumer protection, data protection and competition law.36

The analysis of this interplay between these areas of EU private law is not a new feature: it started in 2014 when the European Data Protection Supervisor proposed it as a topic of debate.37 A very proactive role was played by different Authorities even with soft law instruments. From this perspective, the roles played by the European Consumer Organization (BEUC),38 and the European Data Protection Board (Edpb) must be emphasized.

Considering soft law documents on dark patterns and the EU Consumer Law Aquis,39 the BEUC recommends the need to strengthen the protection offered by Directive 2005/29/EC on unfair commercial practices,40 together with Directive 2011/83/EU on consumer rights,41 and Directive 93/13/EEC on unfair terms in consumer contracts,42 and subsequent amendments occurring within Directive (EU) 2019/2161.43 In April 2022, the EU Innovation Council and SMEs Executive Agency, under the mandate of the European Commission, published the report ‘Behavioral study on unfair commercial practices in the digital environment: dark patterns and manipulative personalization’, observing the general lack of awareness about the unfairness of many online practices.44 The legal assessment conducted for this study shows that the regulation of unfair commercial practices in the digital environment allows the intersection of consumer protection, data protection, and other relevant EU policies, including new and future legislation such as the Digital Services Act, the Digital Markets Act, the AI Act, and the Data Act. This would happen every time data exploitation was considered an unfair commercial practice.

Lastly, with dark tactics, tech firms can exclude competition the digital markets and extract the necessary resources akin to restricting in product market.45

As noted earlier by the European Commission,46 dark patterns are manipulative means of distorting privacy, and controlling the processing of personal data. Dark patterns ‘materialized’ a design lacking due transparency and a poor-quality message. What counts is the technological infrastructure developed and installed before contacting the consumer. Although it is a crucial aspect, the amendments to the UCPD, introduced by Article 2 m) and n) of the Directive (EU) 2019/2161 and referring to rankings and online marketplaces, do not explicitly mention technological infrastructure.

The principle of data process transparency is, first of all, disciplined by European data protection law, and then – for some scholars – it is also a legitimate factor of an ‘assisted informed consent’ widespread in consumer law.47

Taking the perspective of data protection law, it requires technology to be designed in such a way that privacy is protected. In fact, ‘empowerment in data protection law does not mean that data subjects have absolute control over what data are being processed about them, nor by whom. The processing of personal data must be ‘lawful’, which must require that the activity also comply with the UCPD’.48

This is also why authoritative scholars have emphasized that privacy code should be embedded in the infrastructure itself.49

Stating that ‘the processing of personal data should be designed to serve mankind’, recital 4 of the GDPR suggests that ’privacy-by-design’ (PbD) should be understood as a broad, overarching concept of technological measures for ensuring privacy through an adequate enforcement (see section 3.3). The European legislator indicates that technology producers, as well as designers are responsible for evaluating potential risks to data in the use of their service, as they are considered in the best position to prevent any threats to users.50

Following the data protection law obligations that will be explored in detail in section 4, the protection of user informational autonomy will be considered at the planning stage of information-technological procedures and systems.51

From a different perspective, an overview of the horizontal EU consumer law acquis shows that many consumer regulations can address misleading and unfair design. Like data protection law, consumer law is aimed at strengthening consumer rights, with specific attention to their ability to make informed decisions. This is because even if the New deal for consumers, adopted by the European Commission in 2020, contributed to modernising the context and improving the enforcement tools for the new market features,52 regulation is still rooted in the pivotal role of the informational approach.

The Directive on Unfair Commercial Practices (UCPD) and the Directive on Unfair Terms (UCTD) aim to reach fairness in the marketplace place and empowerment of collective entities and consumers accordingly. At the same time, the General Data Protection Regulation (GDPR) focuses on the rights and remedies of individual data subjects and enforcement through data protection agencies. It combines data protection with the free flow of data in the Internal Market.

As it will be further discussed in Chapter III, it is worth noting that in spring 2022, the Commission launched a Fitness Check of EU consumer law on digital fairness,53 wishing to determine whether the existing fundamentala horizontal law (consumer and competitions laws) remains adequate for ensuring a high level of consumer protection in the digital environment.54

If we consider the fundamental value protected by the user’s right to be informed, namely freedom of self-determination,55 doctrinal and policy questions flourish. All the questions are well summarised by the recent report of the European Consumer Organisation (BEUC) dedicated to the EU Consumer protection 2.0. Structural asymmetries in digital consumer markets,56 which addresses (a) how consumers can be meaningfully informed about technically complex issues such as data collection online; (b) how realistic an informed consent approach in times of information overload and constantly divided attention; and (c) what role can GDPR and consumer law play in helping consumers to manage their data once consent has been given (post-consent management).57 Given the timely considerations expressed within the document and the consequent ongoing debate, the Check will be scrutinised in Chapter III.

Indeed, the potential deviation that dark patterns can provoke between consumer choice and authentic preference is a circumstance that can hardly be demonstrated by the fundamental principle of the protection of freely given consent, both for the data-subject and the consumer entering a transaction.

In other words, the intense focus on informed consent as a legal basis for data processing in consumer transactions may not always provide optimal protection of digital consumer interests. Indeed, legal reasoning must also take into account the Unfair Commercial Practices Directive,58 the Consumer Rights Directive,59 and the Unfair Contract Terms Directive.60

The following subsections will explain how these different policies offers relevant principles and tools to this research. Before doing it, a few general remarks on the complex interplay between data protection law and consumer law will facilitate an understanding of the evolution toward their complementary and synergic roles (section 3.1).

3.1 A step back: the complex relationship between data protection law and consumer protection law

Notably, with the growth of the digital market, consumer protection and data protection have begun to overlap, becoming more and more complementary to one another. ‘Payment by data’ is, for example, just one of the most debated issues of the relationship between policies, as data processing becomes part of trader-consumer transactions.61

To understand the evolving path toward the matching points of the two policies, it is worth starting from their endemic differences and similarities.62

The constitutional foundations of each policy are different: data protection law is a fundamental right in itself, based on articles 7 and 8 of the Charter of Fundamental Rights of the European Union;63 while the protection of consumer interests is the object of Art. 169 of the TFUE, and consumer protection regulation is still an internal market competence (ex Art. 114 TFUE).

Although data protection law in the processing of personal data grants rights to data subjects and imposes obligations on data controllers, the rationale of consumer law is less clear because it does not immediately appear to protect a specific fundamental right. It should not be forgotten that the primary function of consumer law is market regulation, which implies the improvement of services and products offered by removing enterprises that remain in the markets just thanks to unfair commercial practices. Consumers’ rights protection is instrumental.64

Generally observing, the object of a ‘high level of consumer protection’ stated in Art. 38 of the EU Charter of Fundamental Rights essentially responds to two different rationales: (i) to protect consumer rights and information, and (ii) to protect consumers in situations where they act as a weaker party. Data protection law and consumer law share common goals (e.g. to spread innovation and promotion of economic growth) and many legal tools to pursue these goals. An exemplary standard tool is informed consent: a functional means to addressing the so-called power asymmetry.65

Before the change of landscape previously described (section 3), consent was the legal basis for the lawful processing of personal data. At the sometime, consumer law added some more requirements to inform consumers when the personalisation of services, products and information was at stake.

The CRD, for example, focusing on digital content, requires companies to inform consumer about the tracking of consumer behaviour (recital 19, Art. 5 and 6 of the CRD). Theoretical analysis about the relationship between consent on data and its potential functionality to conclude a contract represents a key issue about the interconnection of data protection law and consumer law.66

Moreover, when GDPR came into force, the debate changed its perspective, as the regulation introduced an autonomous European discipline for the consent on data, entirely autonomous from the National disciplines on consent, in all the other specific fields of private law.67 The overarching (and overlapping) principles at the basis of GDPR constituted a sort of ‘due diligence’ process for data controllers68.

Currently, concerns deal with the effectiveness of informed consent in all circumstances where digital manipulation needs to be faced.69 For this reason, the following analysis of data protection regulation will first focus on the breach of consent situations as an essential tool to protect autonomy, before shifting toward the important role of design rules, as user-friendly information could help consumers (section 4).70 The same concerns also shaped the structure of the analysis of consumer law (section 5).

As far as the scope of the two policies is concerned, the fact that consumer law aims at providing consumers with a sufficient level of protection (as a minimum standard) constitutes a remarkable difference; indeed, data protection law strikes an appropriate balance between the protection of personal data and the free movement of data.71 While consumer protection law can be seen to set a ‘floor’ merely (minimum level) in its pursuit of a sufficiently high level of consumer protection, data protection law sets both a floor and a ceiling due to its articulated dual purposes of (a) protecting individuals regarding the processing of personal data and (b) providing for the free movement of such data.72

Consequently, data protection aims to address power differentials based, inter alia, on information asymmetries and bargaining power.73

For the current analysis, it is interesting to focus on the relationship between the two policies that provide consumers with more remedies in some circumstances.

It has to be considered that, ultimately, many consumer transactions for free online services enable companies to collect consumer data. It is possible that a breach of information requirement could also be interpreted as an unfair commercial practice, as depending on National law, the failure to provide information or misleading information could render the contract void. In such circumstances, it is consumer law that provides contractual remedies for the breach of transparency requirements.74

In many regulations, consumer policy states the priority of the lex specialis (e.g. Art. 3 of the Directive of Consumer Rights). On the other hand, the Preamble 42 of the GDPR describes itself as a lex specialis to guide how the rules provided by the Council Directive 93/13/ECC relate to unfairness apply to data. Moreover, regarding the provision of Article 1 of the GDPR, it has to be noted that consumer law can be limited by data protection law for reasons concerning the free movement of personal data.

Thus, under data protection law, limitations to consumer protection law are legitimized. Looking at the nature of this relationship, and with keen attention to the level of harmonization of European private law the legislator wishes to reach, Svantesson distinguishes two situations:

‘1. If data protection law consciously aims to allow something, it is not appropriate for consumer protection law to forbid it but

2. If data protection law refrains from regulating a particular issue for the reason that it is already appropriately addressed by consumer protection law, then the data protection law’s silence obviously does not constitute any obstacle for upholding the relevant aspect of consumer protection law’.75

Concretizing this theoretical vision within practical situations, the consumer and data protection frameworks of the European Union seem not to be functional to constraining anti-privacy design techniques embedded in websites that induce the consumers to entering into a contractual agreement which would not have happened without the use or influence of the dark patterns. However, the interaction between data protection law and consumer law will play a role against dark patterns. The UCPD Guidelines underlined it:

‘a violation of the GDPR or of the ePrivacy Directive will not, in itself, always mean that the practice is also in breach of the UCPD. However, such privacy and data protection violations should be considered when assessing the overall unfairness of commercial practices under the UCPD, particularly in the situation where the trader processes consumer data in violation of privacy and data protection requirements, i.e. for direct market […]’.76

Thus, a data protection liability claim for dark patterns could potentially be pursued against a non-controller third party under consumer law. Potential pitfalls relating to traditional principles (e.g. transparency) will be discussed because they are central to the subject-matter in hand.

Insights about the need for a tighter (and clearer) synergy between the two policies and their enforcement tools.

4. The perspective of data protection law 

Within the European data strategy drawn in Chapter I, the current analysis focuses on two specific evolving aspects of European data protection law which are crucially essential for protecting autonomy: (i) the advancement of the jurisprudential path, to understand if the GDPR overlooks how user ‘clicks’ can be manipulated by dark patterns, within the so-called Web 2.0 click-wrap ecosystem (section 4.1; 4.2); and (ii) the increasing role of the ‘by design’ provisions concerning to privacy, transparency, and fairness as they are crucial principles to prevent ab origine dark patterns (section 4.3).

Practically speaking, the first issue questions whether most empowerment mechanisms (e.g. notice and consent form) and principles currently employed are still effective. It investigates to what extent the effectiveness of informed consent, primarily guaranteed by the ePrivacy Directive specifically on cookies and direct marketing, and by articles 4, 5, 6, 7, 9 of the GDPR,77, will still assure the fundamental requirements of a lawful consent through the analysis of the most recent EU case law in the data-driven digital context, and particularly in cases where consent on data was ‘scraped’ by machines, or obtained under dark patterns.

The GDPR gives little guidance on how information must be disclosed to individuals to meet the ‘lawfulness, fairness and transparency’ obligations under Art. 5(1)(a).78 It is not the only provision which was identified as written in open-ended language.79 The same wide definition is also adopted in Artt. 13–15, indicating that data controllers must provide data subjects with ‘meaningful information about the logic involved’. In a context governed by algorithms, this last provision remains unclear and does not seem to contribute to implementing and guaranteeing the so-called ‘algorithm transparency’.

Users are asked to consent in ways that comply with the requirements of the GDPR, assuming that this prerequisite will be sufficient to ensure protection of freedom of choice.

As the Guidelines 5/2020 on consent under Regulation 2016/679 underlined:

‘generally, consent can only be an appropriate lawful basis if a data subject is offered control and is offered a genuine choice with regard to accepting or declining the terms offered or declining them without detriment. When asking for consent, a controller has the duty to assess whether it will meet all the requirements to obtain valid consent. If obtained in full compliance with the GDPR, consent is a tool that gives data subjects control over whether personal data concerning them will be processed. If not, the data subject’s control becomes illusory and consent will be an invalid basis for processing, rendering the processing activity unlawful’.80

This is, however, often considered an optimistic view that does not correspond to what happens: the assumption of autonomous consumer, which is rooted on consumer protection law, cannot be inferred if the ‘flow of information’ is not transparent, complete, and free, or if it is so merely formally.

The GDPR provisions were written when dark digital architectures were not yet widespread, thus, still few studies addressed the importance of the contribution offered by behavioural studies to test the efficiency of consent.81 Edwards noted that before the GDPR came into force, consent ‘was a magic wand that could be waved by any popular online service to secure itself a revenue stream of personal data whilst remaining legally compliant’.82

Even after the Regulation went into force, the effectiveness of consent protection could have been significantly improved.

Nonetheless, the interpretative function of the European Court of Justice concretely determined to what extent the meeting of current GDPR requirements for freely given consent was still sufficient and suitable to cope with dark pattern challenges, especially when consent on data is an essential condition to conclude a contract (section 3.1).

4.1 A global view

Indeed, the intent to avoid the adverse effects of dark patterns on user consent is not exclusively a European goal. In various geopolitical contexts, lawmakers and regulators are starting to address the more pervasive contours of the data-driven economy, seeking operational solutions by, first and foremost, strengthening the protection of the information-related right of self-determination through the imposition of a duty of transparency upon those subjects responsible for data collection, storage, and processing.

The various approaches adopted in different jurisdictions to cope with dark patterns, for example updating existing legislation outlawing deceptive and fraudulent commercial practices in general; developing and promoting guidance on how current consumer law applies to dark commercial patterns; implementing bans on specific online commercial practices: developing voluntary standards or conducting business and consumer awareness campaigns.

In the US system, a lively doctrinal debate has long been ongoing on the adequacy of ordinary contractual remedies for users injured by unauthorized or unwanted data dissemination. The debate led to the presentation in the Senate of several Bills to address dark pattern usage, such as the Deceptive Experiences to Online Users Reduction Act (the so-called Detour Act),83 which would lean on the Federal Trade Commission (FTC) powers to curb dark pattern usage.84 The Act was recently incorporated into the ‘American Framework to Ensure Data Access, Transparency, and Accountability Act’ (The Safe Data Act),85 which prohibits manipulating a user interface to compel compulsive usage.

Moreover, on September 15, 2022, the FTC released the report ‘Bringing Dark Patterns to Light’,86 showing the increased use of sophisticated dark pattern designs by retailers intended to manipulate consumers into making decisions that benefit the retailers at the consumer’s expense. The report examined the use of dark patterns across various industries and contexts, including e-commerce, cookie consent banners, children’s applications, and subscription sales. Companies offering consumer products and services should take heed of the FTC’s report and ensure that their marketplaces do not employ the tactics identified by the report. Appendix A of the report describes more than 30 common dark patterns: a clear signal of the focus of future FTC scrutiny.

From a legislative point of view, on October 12, 2020, the State of California announced a new round of modifications to the California Consumer Privacy Act (CCPA),87 including a new provision (Section 999.315(h) limiting the number of steps it takes for a consumer to opt out of the sale of personal information: they must be no more than the number of steps necessary for the consumer to opt into the sale. Additionally, the regulation also prevents a business from obliging the consumer to read a list of reasons not to opt out while trying to opt out (999.315(h)(3).

The requirements of transparency and informed consent are central to the current California Consumer Privacy Act (CCPA), which guards against the kinds of activities that dark pattern usage encompasses. Over time, this Act has been subjected to numerous amendments extending the protection because legislators have identified it as the appropriate tool to respond to new critical issues emerging from technological developments. Lastly, the California Consumer Privacy Rights Act (CPRA),88 which took effect on 1 January 2023, has specifically defined dark pattern as ‘a user interface designed or manipulated with the substantial effect of subverting or impairing user autonomy, decision-making, or choice’. It also called out dark patterns in the context of valid user consent to data processing,89 by amending the existing California Consumer Privacy Act (CCPA) to include a specific mandate that ‘agreement obtained through use of dark patterns does not constitute consent’ under the CCPA (Section 1798.140(h), while Sec. 1798.185(a) indicates that the California General Advocate must ensure that the link used by providers to allow the opt-out option to the user does not employ dark pattern strategy.

The linguistic expression used in CPRA, as well as in other jurisdictions, as in Colorado with the Colorado Privacy Act90, to define dark patterns echoes the proposed 2018 Detour Act. It defines dark patterns as a form of decisional interference, which presupposes that companies can improve the interference by presenting choices to their customers in a neutral way, or at least not inherently self-preferencing.

Indeed, in the U.S., for years, cases of data web scraping have been reported on the asserted violation of the Computer Fraud and Abuse Act (CFAA),91 initially enacted by Congress in 1986 to combat various forms of computer crimes, such as hacking and unauthorized intrusion into computer systems or databases.

Jurisprudential interpretation has also, historically, included under the protection afforded by the Act many forms of unauthorized access to sites and data. A notable case is Facebook v. Power.com,92 where Facebook sued a small start-up – Power.com – that aggregated social media to access social media accounts through a unique interface. To do so, users had to provide their logins to Power.com, which accessed the accounts and extracting the data. In this case, the users were voluntarily granted their login information. On Facebook’s appeal, the court found a violation of the CFAA by ordering the investment of the service offered by Power.com, thus, indirectly giving rise to the increase of Facebook’s power which, in fact, assumed a dominant position.

Much like what happens in the US, with the California Privacy Rights Act (CPRA) signed into law on June 28, 2018, in Europe the discussion about dark pattern effects on consent have been conducted earlier under GDPR. In April 2019, for instance, the French data protection Authority, the Commission nationale de l’informatique et des libertés (CNIL), released a report discussing the importance of user interface design on user empowerment.93 The CNIL stressed the crucial role of design to protect privacy, and also discussed how consent that was gathered using dark patterns would not qualify as valid and freely given, stating ‘the fact that using and abusing a strategy to divert attention or dark patterns can lead to invalidating consent’.94

4.2 Recent EU decisions on the effective protection of authentic will: Planet49, Orange Romania, and Meta/Facebook platforms cases

Over the years, case law and jurisprudential interpretation of GDPR have been decisive in measuring the effectiveness of the critical rules of informed consent and transparency. Therefore, this analysis considers recent European cases, mainly concerning the efficacy of online consent, outlining the actual trajectories of self-determination and informed choice protection in the data-driven context.

The whole aim of case law analysis conducted throughout this Chapter, even concerning consumer law and competition law cases, serves the function of understanding how judges assess the lawfulness of data exploitation strategies.

Starting from the rulings based on the key role of information and data process in securing freedom of choice, it must be recognized that European jurisprudence conveys well-established positions regarding for example the nature of consent on the disposal of data, as well as recent interpretative lines addressing the most innovative profiles on the subject, including the protection of data-subject victims of dark patterns, through scraping mechanisms of consent.95

Focusing on the prominent European cases about dark patterns which ruled on the basis of GDPR provisions, a well-known ruling regards implied consent, which occurs when one continues to use a website without actively objecting to a notice (or cookie): judges of Luxemburg held that this circumstance do not establish a valid legal basis for data processing and collection, because it does not involve user action.

In the case of Planet49,96 the ECJ Grand Chamber ruled on the active and unequivocal nature of consent. In the case at hand, a German company had used a preselected checkbox by which regular users who aspired to participate in sweepstakes expressed consent to installing cookies to collect information for advertising purposes.

To play in the lottery, users were required to tick a checkbox to receive third-party advertising otherwise they could not play. Also, the registration process included a pre-ticked checkbox that would allow tracking of their online behaviour. The court held that consent to the installation and consultation of cookies on the subject terminal equipment was not validly manifested through a preselected checkbox, which the user must, moreover, uncheck in order to deny consent to the processing of his or her data (para. 65). Furthermore, the ECJ stated that the possibility of unchecking the box is not an active action, but a passive one. In this case, the identified deceptive patterns were: preselection that employs the default effect of cognitive bias, based on which people tend to go with the option that is already chosen for them, even if there are other choices available; forced action, which involves a provider offering users something they want to compel them to do something in return; and sneaking (so users do not notice it happening because of obscuring information) or trick wording (to make the action seem more desirable than it is).

Due to the violations of Artt. 4(11) and 12 of the GDPR, the ruling is on the same wavelength as recital (32) GDPR, stipulating that ‘silence, pre-ticked boxes or inactivity should not constitute consent’. The ECJ has helped identify the specific conditions under which consent is effectively free and informed to constitute a suitable legal basis for data processing; above all, it has to be expressed in a positive action, distinct from the activity the user wishes to pursue.

Thus, rulings with specific regard to cookie consent have also already been held by courts. When it comes to cookie consent management, dark patterns can also prevent effective consent in the sense of Article 5 (3) of the e-Privacy Directive.

Statements on this profile can be found at a national level as well. In France, for example, with the Délibération of 29 December 2022, TikTok was fined by the French Data Protection Authority for implementing advertising identifiers without consent and for having an insufficiently informative cookie banner.97 The banner allowed users to accept all cookies with one click, making it difficult to refuse them. Some advertising cookies were placed even if a user did not consent. The case analysis involves TikTok’s violation of Article 82 of the French Data Protection Act regarding its use of cookies and its cookie banner. The investigation by the French DPA found that TikTok’s cookie banner did not provide users with enough information and options to give informed consent. The DPA identified several deceptive patterns that TikTok used, such as hard-to-cancel (‘Roach Motel’), forced action, and hidden information, in its cookie banner. 

Furthermore, in Germany, the opinions of the data protection supervisory authorities described practices like cookie consent under dark patterns as inadmissible nudging.98

Another area in which courts intervened is the withdrawal of consent. This operation should be as simple as providing it.99 For a valid model, after consent is given, the same consent withdrawal form should be available at each access point, which is not always the case. In fact, in off-line reality such ‘boxes’, can be compared to the informed consent form used in medicine (formulary), which was evaluated as an invalid form of consent, even before the mid–1990s.100

Furthermore, the need for affirmative action that proves the user understands the disclosure has already been emphasised about the terminology used: consent mechanisms employing different visual techniques or colours for terms such as ’agree’ or ’allow’, and for terms such as ’reject’ or ’block’ are not legally compliant, as the system is influencing users to opt for the acceptance.101

Indeed comprehensible character must be intrinsic to the information, without which consent (even contractual consent) would be deprived of its authentic nature. A manifestation of will has to be free, conscious, and feeding, discouraging instead of increasing the so-called ‘consent (and reading)-fatigue’.102

In Orange Romania,103 the ECJ goes further than what it already did in the case of Planet49, analysing the active, freely-given, and informed nature of consent.

Orange România SA, a provider of mobile telecommunications services in Romania, was found responsible for using pre-ticked boxes to obtain consent from customers for storing copies of their identity documents, which does not constitute active consent. The DPA found using of pre-ticked boxes to signal consent to the storage of ID copies was a deceptive pattern that violated the principle of ‘freely given’ consent.

About the active nature of consent, the ECJ states that the consent is not invalid if the pre-ticked box attached has been checked by the data controller before signing that contract.

As regards the freely given and informed nature of consent, the Court stated consent is not valid when the terms of the contract are capable of misleading the data subject, with the possibility of concluding the contract in question even if he or she refuses to consent to the processing of his or her data (para. 52). Consequently, forcing customers to complete another form to specify their refusal may confuse data-subjects, affecting their right to information.

Considering the decision from the business perspective, it could be challenging for them to raise the standards of consent, updating their consent collection practices to meet the ECJ requirements regarding consent.

Although Article 29 Working Party (WP29) has already shown that consent on data should not be a mandatory condition for the conclusion of a contract, the Court of Luxemburg goes further: it shows how the inclusion of additional conditions, for example, the completion of an additional form, leads to the invalidity of consent. In conclusion, in Orange Romania, the Court proposes a restricted vision, attributing an absolute value to consent when used as a legal basis for processing. Consequently, any restriction or formality, even negligible, could lead to the invalidity of consent. It significantly raises the standards of consent and will undoubtedly significantly influence in practice. It invites National courts to interpret consent to the highest standards.104

Notably, a relevant European interpretative proceeding on fundamental issues about consent was expected for a long on the well-known German Facebook (now Meta Platforms) case,105 where the Bundeskartellamt has imposed far-reaching restrictions on Facebook in the processing of user data.106 This ECJ decision come on 4 July 2023 (C–252–21),107 where the Court of Justice resolved the problem around the potential interaction between data protection regulation and competition law following the legal opera that started in 2019 with the German competition authorities on the Meta case.

Before this ruling, according to Facebook terms and conditions, users were only been able to use the social network under the precondition that Facebook could also collect user data outside of the Facebook website on smartphone apps and assign this data to the user’s Facebook account. All data collected on the Facebook website by Facebook-owned services such as WhatsApp, Instagram and other third-party websites, have been combined and assigned to the Facebook user account. For the German authority, Facebook-owned services, like WhatsApp and Instagram, can continue to collect data. However, assigning the data to Facebook user accounts will only be possible with the express voluntary consent of the user. Where consent is not given, the data must remain within the respective services, and cannot be processed in combination with Facebook data. Moreover, if consent was not given for data from Facebook-owned services and third-party websites, Facebook will have to restrict its collection and combining of data substantially.

With the appeal of the decision by Facebook,108 the Düsseldorf Higher Regional Court refers questions to the ECJ as, for the German Court the question of whether Facebook is abusing its dominant position,109 as a provider on the German market for social networks (because it collects and uses the data of its users in violation of the GDPR) cannot be decided without the ECJ interpretative decision because the Court is responsible for the interpretation of European law.110

Leaving the competition legal aspects to section 6, the analysis focuses here on Facebook’s ability to gather data on users via third-party sites (where it deploys plug-ins and tracking pixels) and across its suite of products (Facebook, Instagram, WhatsApp, Oculus), to its market power – asserting this data – gathering is not legal under EU privacy law as users are not offered a choice. This was expected to conduct the ECJ to definitively clarify the validity of consent when it constitutes an essential condition for concluding a contract.111

While the decision of the ECJ was pending, on 20 September 2022, the relevant Opinion of Advocate General Rantos was delivered,112 indicated his position, attributing a remarkable value to a detailed case-by-case analysis of the various clauses of the Meta/Facebook terms of service, since it was impossible to establish whether, in respect of that practice, ‘an undertaking, such as [Meta Platforms]’ can comprehensively rely on all (or some) of the grounds set out in Article 6(1) of the GDPR, even though it is possible that said practice, or some of its component activities, may, some instances, fall within the scope of that article’.113

Furthermore, in Rantos’ words the processing envisaged by the cited provisions is carried out based on the general conditions of the contract imposed by the controller, in the absence of data-subject consent, or even against his or her will, would call for a strict interpretation, particularly in order to avoid circumvention of the consent requirement.

Keen attention is, likewise, dedicated to the role of the controller since under Article 5(2) of the GDPR, he is responsible for demonstrating that the personal data is processed in accordance with the regulation. Moreover, under Article 13(1)(c) of that regulation, the controller must specify the purposes of the processing for which the personal data is intended, as well as the legal basis to act.

As far as the interpretation of Article 6(1)(b) of the GDPR (the third question of the Dusseldorf Court directed to the ECJ) is concerned, the Advocate general considers the question of the lawfulness of data processing to the extent that it is necessary for the ‘performance’ of a contract to which the data subject is a party (there must be realistic, less intrusive alternatives, considering the reasonable expectations of the data subject. Where the contract consists of several separate services or elements of a service that can be performed independently of one another, the applicability of Article 6(1)(b) of the GDPR should be assessed in the context of each of those services separately).

As far as the personalised content is concerned,114 and according to the case-law of the Court of Justice, the Opinion underlines that the provision in question (Art. 6 GDPR) lays down three cumulative conditions based on which the processing of personal data is lawful: first, the pursuit of a legitimate interest belonging to the data controller, or to the third party or parties to whom the data is disclosed; second, the need to process personal data for the purposes of legitimate interests pursued; and third, the fundamental rights and freedoms of the data-subject do not take precedence.

Ultimately, the Advocate general noted that it is unclear whether, and to what extent, Meta Platforms Ireland has explained – for each purpose of processing, and type of data processed – the actual legitimate interests pursued, or other justification that may be relevant. Consequently, the ECJ examines to what extent, in the circumstances described, the practice is justified by the existence of legitimate interests of Meta Platforms Ireland in the processing of data within the meaning of Article 6(1)(f) of the GDPR or by any other condition laid down in Article 6(1)(c), (d) and (e) of that regulation.

The proposed solution consists of interpreting Article 6(1)(b), (c), (d), (e) and (f) of the GDPR as meaning that the practice at issue, or some of the activities that comprise it, may be covered by the exemptions laid down in those provisions, as long as each data processing method examined fulfils the conditions provided for, by the justification specifically put forward by the controller, therefore: (i) the processing is objectively necessary for the services relating to the Facebook account; (ii) the processing is necessary for the legitimate interests pursued by the data controller, or by the third party to whom the data is disclosed and does not have a disproportionate effect on the fundamental rights and freedoms of the data subject; (iii) the processing is necessary to respond to a legitimate request for specific data, to combat harmful behaviour and promote security, to conduct research and to promote safety, integrity and security.

With the decision of July 4, 2023, the Court of Justice follows word by word, AG Rantos’ Opinion. The Court of Justice remarks that although compliance with the GDPR does not pre-empt the finding of an abuse, it can be considered within the ‘all-of-the-circumstances’ analysis and, in this context, it may even be a vital clue to assess whether the conduct entails resorting to methods prevailing under merit-based competition (AG Rantos Opinion, para 23). However, the Court of Justice adds that this element may also be assessed to draw out the consequences of a certain practice in the market or for consumers (para 47). By doing so, however, the Court of Justice remarks that NCAs are not replacing the role of data protection supervisory authorities because they do not act within the powers and tasks conferred upon them under Articles 51(1) and 57 of the GDPR (para 49).115

Lastly, looking at the consistent number of judgments, the ECJ grants the consumer the right to provide ex post factum consent to standard terms that do not comply with EU law. Consent may legitimize the abstract unfairness of the standard term. The presumption is that consent proves that the consumer knows and understands what they are consenting to.

‘It will have to be shown that consent can only justify abstract unfairness if a whole series of safeguard measures are established so as to guarantee consumer autonomy’.116

This is particularly evident when consumers are minors. The EDPB decision 2/2022, for example, fined Meta Platforms Ireland Ltd for failing to provide processing contact information on children’s business accounts and using ‘public by default’-settings for child users by preselection and sneaking patterns.117

4.3 Web-scraping personal data in online platforms: insights from recent American litigation 

Although many cases remain problematic, both at the regulatory and jurisprudential interpretative levels, there is a recent US trend aimed at circumscribing situations of web scraping to be sanctioned.

The landmark case was ruled on April 18, 2022; the U.S. Court of Appeals for the Ninth Circuit ended a long legal battle led by LinkedIn to prevent the rival company,118 HiQ Labs, from using its user public profiles data (web scraping) to detect and analyse professional relationships.119

Unlike the Power.com case (see section 4), the Ninth Circuit Court reaffirmed its original decision, denying that the extraction of data about LinkedIn users, available with public access by the company Hiq Labs violated the Computer Fraud and Abuse Act, CFAA.

The 9th Circuit found that HiQ’s business model depended by LinkedIn publicly accessible data and rejected LinkedIn’s argument that it considered HiQ could gather workforce data from other means. It also rejected LinkedIn arguments that allowing HiQ to scrape LinkedIn’s site threatened its user privacy and put at risk LinkedIn’s goodwill with its members.

In other terms, regarding LinkedIn’s economic interests – avoiding competition from third parties that also want to profit from selling its users’ data – the Court held that LinkedIn:

‘has no protected property interest in the data contributed by its users, as the users retain ownership over their profiles’. Users, moreover, entirely evidently intend their profile data to be accessed by others «including for commercial purposes’.

The significant difference from its predecessor Power.com, lies in the public nature of user data: HiQ, for example, does not need to access LinkedIn through a log-in process to dispose of user data.

It should be considered that the Court of Appeal judgment came after the Supreme Court decision HiQ Labs, Inc. v. LinkedIn Corp, which asked for reconsideration of the case in light of the famous Van Buren decision. This case occurred the previous year, when the Court had preempted itself on interpretive dissimilarities with the federal law, the Computer Fraud and Abuse Act, 18 U.S.C. Section 1030 (CFAA) aimed, inter alia, to protect workplace computers, and the information stored in them, from various types of unauthorized accesses, whether by employees, as occurred in the Nathan Van Buren plaintiff case (an affair known as Van Buren’s ‘gates-up-or-down inquiry’), or by former employees or competitors.

In sum, this U.S. Supreme Court case dealt with the Computer Fraud and Abuse Act (CFAA) and its definition of ‘authorized access’. In June 2021, the Supreme Court ruled on the ‘exceeds authorized access’ to files and other information in connection with intentional access to a computer system that one is otherwise authorized to access. The CFAA language had long created a rift in case law, and the Court decision narrowed the applicability of the CFAA in prosecuting cybersecurity and computer crimes.

Therefore, following the Van Buren precedent,120 in LinkedIn v. HiQ, the Ninth Circuit Court of Appeals rejected LinkedIn interpretation, noting that the CFAA is best understood as an ‘anti-intrusion’ law and not as an Act based on the concept of ‘misappropriation’, so where the case involves a site with public access, the CFAA is not violated.

The Court notes that the CFAA contemplates the existence of three types of computing ‘scenarios’: (1) computers for which access is open to the general public and authorization is not required; (2) computers for which authorization is required and has been granted, and (3) computers for which authorization is required but has not been granted (or, in the case of the prohibition against exceeding authorized access, has not been granted for the part of the system being accessed).

Public profiles on LinkedIn are available to anyone with an Internet connection, and they fall into the first category. As for websites made freely accessible on the Internet, the analogy to ‘trespassing’ often invoked during congressional consideration does not apply, and the requirement of authorization is inadequate.

This case has significant privacy implications. It sets a precedent about the fact that data entered by users to a social media website does not belong to (but rather is merely licensed to) the site owner. It undermines the significance of user agreements to set the terms for non-users who might collect and use data made available on those sites, in contradiction of the agreement terms. It also narrows the definition of ‘authorization’, in the context of websites that collect and host personal data, to those sites that require usernames and passwords and increase the responsibility of such websites to inform users of privacy settings benefits.

The case returned to the district court for a trial on the merits, while in the meantime, in November 2022, a settlement agreement was reached between the two parties.

4.4 Regulation by design: the contribution of the GDPR 

Data protection law has the merit of integrating individual rights into the data systems’ operations because the concept of ‘data protection by design’ is enshrined in the GDPR: it constitutes the most direct way to discipline the design, avoiding the use of circumvention techniques that endanger the effectiveness of techno-regulatory measures.

The idea to shape legal policies starting with the design phase of the technology, mainly through the functions of algorithms, concerns several specific profiles such as transparency by design, safety by design and competition by design,121 all broadly derived from the concept of ‘data protection by design’ (PbD). This last concept is explicitly recognized in Art. 25(1) of GDPR122, according to which system designers need to consider the privacy risks of their digital architectures as early as possible and throughout the entire process.123

Based on PbD, controllers implement data protection principles, accountability and fairness into the data processing design. Practically speaking, through this mechanism, data protection becomes part of data processing, even when the complex techniques for personal data processing are not fully comprehended by users. Concerning to the more traditional data protection approach based on ex post remedies, the design approach shifts to a proactive and preventive perspective.124

The European Data Protection Board (EDPB) adopted the Guidelines 4/2019 on Article 25 Data Protection by Design and by Default (version 2.0), underlining the necessity for data controllers to implement GDPR obligations when designing processing operations. Moreover, EDPB gives guidance on appropriate measures to provide effective implementation of Art. 25 obligations. Thus, the controller must understand data protection principles and the data-subject’s rights and freedoms to properly implement the legal requirements as early as possible. The key elements dealing with the characteristics of the content are inspired to clarity, semantics, accessibility, relevance, comprehensibility, and the universal design multi-channel. This last one is relevant to facilitating the enforcement of rights, as well as the avoidance of discrimination.125 Often, in fact, companies, such as Tinder or Facebook, recognise the GDPR user rights, but they do not enough to enforce design architectures pragmatically at the light of GDPR rights.

Commentary on the guidelines underlined deceptive practices which are contrary to both the data protection by design, and by default obligations.126 By adopting a design pattern that unduly impedes the free choice of data subjects, data controllers would fail to fulfil their duty to implement appropriate technical and organisational measures effectively manner. In some instances, this might even constitute a violation of the transparency principle, andthe lawfulness principle, and consent given via manipulative patterns cannot be considered ‘freely given’ and thus cannot serve as a valid legal basis for the data processing in question.

Clear and plain communication with data subjects regarding the processed data is an essential condition with other interconnected European principles: fairness and lawfulness. This is why a related issue of data protection is transparency, which is also, despite many weaknesses, a core concept of the GDPR,127 and its enforcement by design can better contribute to avoiding dark patterns.128

More precisely, transparency is, on the one hand, connected to the accountability of controllers for mandatory information (Articles 12, 13 and 14 of the GDPR) and, on the other hand, to the accessibility of information, the provision of meaningful choices, and the reduction of information vulnerabilities. The twofold structure of the principle of transparency (temporal and formal requirements), similar to the way it is described in the consumer field, can be retrieved in data protection law as well: the General Data Protection Regulation (GDPR) requires that the mandated disclosures listed at Article 13 GDPR (i.e. the essential information about the processing that has to be given to the data subject when personal data are directly obtained from her) has to be provided at the moment of the collection of personal data.129

As far as formal requirements are concerned, the GDPR echoes the consumer protection rules: the data controllers shall take appropriate measures to provide the information required by law (Articles 13–14 GDPR) and any communication regarding the right of access, the use of automated individual decision-making, and personal data breach, as well as to present the request of consent: 1) in a concise, transparent, intelligible and easily accessible form; 2) using clear and plain language; 3) provided in writing or by other means, including, where appropriate, by electronic means; 4) provided orally, if requested so by the data subject.

The main goal of ‘transparency by design’ is that data subjects will be served with meaningful and actionable information, instead of a standard block of text that acts as a liability document for the controller mission. Data subjects are vulnerable and manipulable and need protective measures not to be exploited by controllers. For this reason, transparency by design establishes that (a) controllers have to transmit a set of information to data subjects and to facilitate the exercise of data protection rights (‘accountability’) and (b) this must be done in a timely, adequate and accessible way and through the promotion of meaningful privacy choices, in order to reduce the informational vulnerabilities that enable dark patterns and unfair privacy policies (‘fairness’).

To promote fairness, one of the aspects related to transparency obligations in the GDPR, the controller must be aware of the key design elements that compose a privacy choice, choosing mechanisms that can mitigate the data subject’s information vulnerabilities.

Indeed, hypothesizing the implementation of transparency by design, it means focusing on accountability and fairness (see more in Ch. III).130 Design would be indispensable to complying with transparency obligations, as it should embed values and premises and empower data subjects throughout their interaction with the controller.

Transparency by design would embrace privacy by design by sharing the same principles. It must be noted that transparency moves forward from the privacy issue in the sense that it is not only a matter of data protection but also an issue of consumer law regarding its view of the individual and his or her decision-making model. To meet the obligation of fairness in terms of conditions, online platforms must design, organize, and operate their interfaces to avoid deceit, manipulation and other material distortion or impairment of their user’s ability to make free and informed decisions (see more section 4.1).

For the GDPR, visualization and iconography (Art. 12.8 GDPR) are indeed means to guarantee transparency, similar to the food labelling regulation. The literal and formal importance given to these aspects was not accompanied by adequate pragmatic indications differently from what happened in the transparency principle with WP29.

It should be noted that in recent times, private forms of regulation, such as private voluntary standards and soft law have contributed significantly to enriching the content of the principle of transparency.

WP29, which issued the final version of its guidelines on transparency under Regulation 2016/679 in April 2018, influenced the interpretation and applicability of the GDPR remarkably. Concretely, the working group WP29 delineates general principles, clauses, and practical indications as the succinct and efficient way to present information and to implement transparency as a ‘user-centric [concept] rather than legalistic’.131

WP29 seeks to guarantee that the consumer has the suitable tools to foresee the scope, the potential risks, and the consequences of the data process, also in line with judicial decisions on consumer law. Overall, the guidelines also benefit the behavioural empirical insights expressed by the behavioural economy.132

The interdisciplinary key to understanding mandated disclosures and transparency become central: empirical findings from linguistics, information design, human-computer interaction, and behavioural sciences (no matter which specific science it originates from: psychology, neurosciences, sociology) can efficiently contribute to shaping the content of the principle of transparency, providing not only ex ante guidance to traders and data controllers, but also a toolkit to enforcement authorities and courts to assess ex post the respect of legal obligations.133

Based on these keen scholars’ observations, the design approach, as a way of proactively thinking, reveals itself as an effective tool for coherently applying these new directions in complying with transparency. Consequently, patterns operatively translate the legal principle of transparency into practice through behavioural and design lenses (see Ch. III).134

5. The perspective of consumer law

This section explores to what extent consumer law is synergic with data protection law when it protects transparency and assesses fairness and lawfulness for consumption choices. To this end, the paragraph focuses on implementing and application of the key clauses of transparency, and the fairness test, with specific attention to the impact of UCPD (section 5.2) and of the new Digital Market Package (section 5.1). These requirements are formally essential for fair communication and substantial lawful contents.

Dark patterns are transforming consumers ‘from service recipients to servants of the data industry companies’.135 This critical change emerges in public and political discussions. During the Roundtable on digital dark commercial patterns held in 2021, the OECD analysed the growing range of ‘dark commercial patterns’ and highlighted the difficulties in distinguishing them from other marketing techniques.136 Nevertheless, progress in legal literature was not yet ready to identify the dark patterns individually, the OECD already outlined a way to distinguish dark commercial patterns from other persuasive marketing techniques: the former could modify choice architecture to hamper consumer decision-making, through changes to the decision space or manipulation of information flows, as well as their potential for individual and collective consumer welfare loss.

The OECD final document was in line with a few National experiences, as for example, in Norway, where starting in 2018, the Consumer Council, a very active consumer group in the field of digital rights, published a report on how default settings and dark patterns are used by tech companies such as Facebook, Google and Microsoft to nudge users towards privacy intrusive options.137

Describing many of the tactics that will be later classified as dark patterns, the OECD framed the related concerns into consumer law. It underlined that there are several options to respond to the large number of practices that are considered dark commercial patterns: for example, authorities might treat ‘disguised ads’, which are generally viewed as deceptive under consumer laws in most OECD jurisdictions, differently from ‘confirmshaming’, which might present more novel issues of law.

Indeed, these OECD observations imply the acknowledgement that dark patterns remarked ongoing challenges and changes in consumer law. Likewise, to the constraints shown by the information normative paradigm already discussed,138 politicians are digging deeper into ‘choice architecture and default settings surrounding personal decisions that might cause consumers to choose differently and better’.139 Personalized commercial practices, such as personalized advertisements and pricing, already showed this mechanism.140 In general, structural and digital asymmetry will be widely discussed in Chapter III.141

The most heated debate revolves around consumer digital contracts: the principle of transparency implies that pre-contractual information has to be provided in advance and presented in compliance with substantial and formal requirements. Timing information requires that the consumer must be able to gain knowledge of the terms before entering a contract. In some specific contract law areas, the legislator establishes some information design requirements: for example, in distance contracts, the main elements of the contract have to be ‘displayed in the close vicinity of the confirmation requested for placing the order’ (recital 39, CRD), in order to ensure that the presentation of information allows the user to become acquainted with the terms effectively.

The UCTD rationale focus on transparency based on the traditional view that informed consumer will make decisions to maximize their welfare. ECJ has already confirmed that the lack of transparency is a factor that must be considered when assessing the fairness of terms under Art. 3 UCTP.142 There is a gap in the UCTD as to the consequence of breach of the transparency requirement has resulted in considerable legal uncertainty (the rule only applied when the clause is contra proferentem). Indeed, it was observed that are transparency principle under UCTP can only be applied to ambiguous terms, but based also on Study for the Fitness Check of EU Consumer and Marketing Law it is still not clear what terms can be considered unfair about online contract resulted from preliminary commercial practices (e.g. exaggerated use of hyperlinks that could conduct to the so-called ‘wrap contracts’) which could play a role in the opposite direction of the one aiming at achieving market transparency.143

The modality to express information for example, is crucial as it can reveal a sort of indirect manipulation: transparency means to inform in a clear and intelligible manner, so that the ‘average consumer’ can understand without legal advice.144

Such a requirement is difficult to grasp as both UTD and CRD usually provide comprehensive statements, underling the need of a ‘plain and intelligible language’, where intelligibility also stands for the legibility of that information.

Soft law instruments offer more detailed guidelines about the presentation of information.

For example, the 2021 Guidance document about the CRD contains a model for the displaying consumer information about digital products.145 Interestingly, the Guidelines document encourages the use of icons, tables, structured layout, and other graphical elements to illustrate the content of a contract. However, the model is not binding, refers to online products only, and serves as a mere exemplification to suggest alternative and more user-friendly ways to present information to the trader without setting specific criteria.

Plain and intelligible language has been broadly interpreted by the European Court of Justice.146 As a precondition, information must be formally and grammatically intelligible. Consumers must be able to evaluate the legal and economic consequences of choices by considering all the elements of the transaction, including the marketing process, and reasonable expectation of attention from the average consumer.147

In certain areas, Member States are called upon to enforce consumer rights. For example, one of the areas that could require further legal regulation is online video games. Dark pattern are mentioned in the European Parliament’s resolution of 18 January 2023 on consumer protection in online video games.148 The Resolution indicates the need to strengthen consumer protection against the availability of video games that can be sold using game designs, commonly known as dark patterns, which could have harmful psychological and financial consequences through unwanted or uncontrolled purchases, especially for minors and young children (there is an ongoing court case in the Netherlands on the measures to apply to loot boxes; Slovakia is also investigating the appropriate measures to take). This lack of a harmonised approach leads to the fragmentation of the market for video games within the EU, and there are no specific consumer protection mechanisms at European level to ensure the protection of all players, particularly minors and young children, as regards paid loot boxes.149

5.1 Digital Services Act and the Digital Markets Act: Advantages and critics for the dark patterns ban

Based on empirical studies, companies use different tactics to prevent customers from quitting the subscribed service: these techniques often are forms of dark patterns.150

Dissuading customers from leaving the website is believed to increase the likelihood that they will re-engage. At the same time, companies can still benefit from customers, even if they are no longer active users, because companies have stronger legal grounds to keep using the data collected through user accounts. Therefore, maintaining access to existing user data is becoming more relevant as it becomes harder for firms to collect data about users due to nascent privacy initiatives.

This empirical data needs to be analysed from the perspective of the general governance of the digital market introduced by European Institutions with the legislation package composed of the Digital Services Act (DSA) and the Digital Markets Act (DMA). On 20 January 2022 the European Commission passed the final amendments, and the Acts constitute some of the most significant reform of internet platforms legislation in recent times. Mainly, DSA explicitly addresses design, indicating it can constitute an unlawful practice.

As a general overview, the DMA is aimed at ensuring fair competition between online businesses, limiting the market behaviour of so-called gatekeeper companies to ensure fair digital market. In contrast, DSA ensures the conditions for innovative digital services in the internal market. It also contributes to online safety and the protection of fundamental rights, setting a robust and durable governance structure for effectively supervising of intermediary service providers.

Although the DSA is not expressly structured to protecting consumers,151 several provisions indirectly realised this objective (e.g. the handling of harmful online content, the protection of online users’ fundamental rights, and restrictions on the collection of personal data for advertising purposes and limitations on online behavioural advertising).152 To meet the universal obligation to fairness, online platforms must design the organisation and operation of their interfaces in a way that avoids material distortion or impairment of their user’s ability to make free and informed decisions.

DSA is qualified as a lex specialis that complements sector-specific instruments.153 The complementary nature of GDPR is evident when it comes to the right of information, precisely when Arts. 12–1 integrates articles 12 to 14 GDPR, also regarding the additional transparency and accountability to targeted advertisement provided by articles 24 and 30 of the Act without prejudice to the rights and remedies available to data subjects. On a different side, the complementarity of DSA with EU consumer acquis is evident with the expressed references to Directive 93/13/EEC, Directive 98/6/EC, Directive 2005/29/EC and Directive 2011/83/EU, all amended by Directive (EU) 2019/21, and the maintenance of the approach already taken by the e-Commerce Directive.

While the specific rules on consumer-facing practices remain applicable (e.g. the Unfair Commercial Practices Directive), the DSA effectively legislates a general clause against misrepresentation and aggressive practices in all horizontal relationships that are not covered in any sector-specific legislation. The only requirement is that the practices must be conducted via apps, websites or other surfaces operated by online platforms that are not small or micro.154

Given its broader applicability to all online ‘intermediaries’ (from internet service providers and hosting services to messaging apps, email providers, and Amazon-style marketplaces), the DSA has drawn more attention to dark patterns.155 According to recital 67, dark patterns aim to prevent users from making autonomous and informed choices or decisions. In contrast to UCPD, the trader’s intention may – according to the wording of the recital – also play a role. However, the trader’s intention is usually more challenging to determine than the architecture and the typical reaction of the average user. Recital 67 is less about the content of (e.g. advertising) statements, but primarily about the ‘structure, design or functionalities’ of online interfaces (i.e. primarily websites or apps), for example, because the choices are not presented neutrally, in that certain choices are given more prominences through ‘visual, auditory or other components’ – a topic, that was recently discussed above all by data protection supervisory authorities in connection with cookie banners. Also mentioned is the practice of repeatedly asking a user to resubmit a choice they have already made or making it more difficult to cancel than logging in, making default settings difficult to change, and misleading users by enticing them to make certain transactions. Besides, recital 51(b) expressly refers to the term ‘dark patterns’ on four occasions.

Thus, in line with its goal of protecting EU fundamental rights (freedom of expression and of information), a key area of reform under the DSA is in relation to dark practices, which are online service providers use to nudge, or pressure, users towards making decisions.156 The DSA has banned providers of intermediary services from using deceiving or nudging techniques on recipients of their services; and from using dark patterns to distort or impair user autonomy. 

DSA appears to break new legal ground with the explicit prohibitions of dark patterns in Articles 25, titled ‘Online interface design and organization’ and 31 DSA, titled ‘Compliance by design’: they both set up decisive criteria to declare user freedom of choice is distorted or impaired by dark patterns. Indeed, Article 25 (para 1) prohibits online platform providers from designing, operating, or organising their online interfaces in a way that deceives or manipulates users or otherwise impairs their ability to make free and informed decisions.157

Upon first reading, this language may seem ambitious and far-reaching, but it is notable insofar as who it leaves out.

The apparently broad prohibition on efforts to interfere with user autonomy and choice is laid out in this Article. Based on it, the Commission may issue guidance on the application of paragraph 1 to specific practices, notably:

(a) giving more prominence to certain choices when asking the recipient of the service for a decision;

(b) repeatedly requesting a recipient of the service to make a choice where such a choice has already been made, especially by presenting a pop-up that interferes with user experience;

(c) making the procedure of terminating a service more difficult than subscribing to it.158

Researchers have a brood consensus: the three patterns are generally called ‘asymmetric choice’, ‘nagging’ and ‘hard to unsubscribe’. While these three patterns are widely prevalent and can cause direct consumer harm, they do not include many common deceptive practices currently employed by online platforms. The DSA explicitly focuses on these three patterns, suggesting that the initial focus on dark pattern prohibition will centre on a relatively narrow range of manipulative practices.

By specifying that the prohibition on such deceptive design tactics applies only to online platforms, the drafters of the DSA opted to scope down the legal potential impact on the use of dark patterns. Consequently, does not effect on a wide range of intermediary services, including businesses foundational to online commerce, such as ISP’s, web-hosting services, and domain name registrars. Other concerns of the ban regard what practices are affected.

Lastly, many of today’s most prolific dark patterns do not announce themselves in the form of an annoying pop-up or even in a static user interface. Rather, they may manifest in dynamic, personalised interfaces that are driven by machine-learning algorithms honed through the ongoing collection of data. In terms of fighting manipulative algorithms, the DSA goes where U.S. regulators have yet to tread so far. Article 26, for example, requires huge online platforms to diligently identify, analyse, and assess systemic risks stemming from the design, including algorithmic systems, functioning, and use of their services and to conduct risk assessments.

DSA has already been criticized in several aspects. Some consider recital 67 overoptimistic considering the wording of Art 25.159 Others emphasised that the aforementioned Art. 25 has a significant impact on dark patterns regulation, because it stipulates that the prohibition of dark patterns does not apply to the practices covered by the UCPD and the GDPR: DSA is a merely subsidiary prohibition alongside a broad definition of dark patterns.160 Indeed, being a lex specialis that complements sector-specific instruments means, for example, to integrate GDPR, precisely when Art. 12–1 integrates articles 12 to 14 GDPR, also regarding the additional transparency and accountability to targeted advertisement provided by Artt. 24 and 30 of the Act without prejudice to the rights and remedies available to data subjects. DSA fails to establish clear criteria to distinguish illegal practices from legitimate ones (although that was a concern in recital 51b) and makes the concrete regulation of dark patterns dependent on EU guidelines.

Essentially, neither the GDPR, nor the Unfair Commercial Practices Directive have succeeded in broadly reining in dark pattern. As these two laws do make room for regulating dark patterns, enforcement has been relatively weak and constrained to narrow contexts, such as cookie consents. Depending on how regulators interpret the DSA, this framing could have, or not have, profound implications on how gatekeeper future architectures are presented to consumers. A design that asymmetrically emphasizes one choice over another, for example, by highlighting a decisional button through size, colour, or both and leaving the other deemphasized or greyed out, will likely be deemed ‘non-neutral’, especially if it emphasizes a choice with economic or data disclosure impacts for the user.

With regards to the Digital Market Package, recital 63 puts a particular focus on one well-known dark pattern barring gatekeepers from making it ‘unnecessarily difficult or complicated for business users or end users to unsubscribe from a core platform service’.161 Article 13(6) DMA prohibits, as a matter of anti-circumvention, making the exercise of particular rights or choices ‘unduly difficult, including by offering choices to the end user in a non-neutral manner, or by subverting end users’ or business users’ autonomy, decision-making, or free choice via the structure, design, function or manner of operation of a user interface or a part thereof.’ Finally, the ban on dark patterns was also provided by Art. 70 of the DMA,162 which is directed only to gatekeepers and only within the context of attempts to circumvent other obligations put in place by the law. However, many small companies that are also guilty of exploiting harmful dark patterns, often relying upon interface-based deception as a core aspect of their business models.

In conclusion, if the Digital Market Package represents a step forward with the expressed ban, the extension of the protection is still limited. It only applies to ‘gatekeeper’ companies, and only in contexts where those dark patterns relate directly to the other provisions. For example, a gatekeeper couldn’t be able to use a dark pattern to solicit user consent to receive targeted advertising. When significant actors like Amazon utilize dark patterns, the effects are felt at scale by many millions of customers.

5.2 The key role of unfair commercial practices directive

Data exploitation strategies could be regarded as potentially aggressive, or misleading practices and consequently unfair.

This can be exemplified by widespread problem mainly affecting the flight sector163, where platforms often engage consumers in deceptive practices by hiding additional fees and violating laws related to commercial practices (the additional fees are only added once the consumer proceeds to the booking page and are not disclosed upfront).164

Debating this hypothesis, stakeholders consider the scenario where the prohibition of these strategies puts an end to commercial practices that aim to collect data and process it for purposes that the consumer cannot understand.

Unfair data practices exploit informational and cognitive vulnerabilities. Many of those practices match the unfair commercial practices regulated by the Directive 2005/29/EC (UCPD), as amended by the Directive EU 2019/2161. For this reason, it is essentially important to investigate if and to what extent the UCPD contributes to safeguarding individual transactional decisions in circumstances of technology-driven manipulation, maintaining a maximum harmonization where Member States must not enact stricter rules.165 The UCPD shares the principles of empowerment, proportionality and transparency with the GDPR. However, differently from the latter, it does not refer to the requirements for legitimacy, accountability and security.

Extending its ambit beyond mere information policy,166 UCPD allows consideration of the reaction of an average ‘targeted’ consumer, which leads to difficulties when seeking to incorporate insights from behavioural economics: the practice is prohibited if it ‘causes or is likely to cause’ the average consumer ‘to take a transactional decision that he would not have taken otherwise’ (Art. 6, 7, and 8). A general prohibition of commercial practice is only by the UCPD if it is listed in Annex I of banned practices. All other practices are investigated on a case-by-case basis.167

Unfair commercial practices have an essential role in assessing the fairness of business-to-consumer commercial practices, and other instruments in the European framework, such as the eDirective, the GDPR or sector specific legislation applicable to online platforms. Indeed, the UCPD shares the principles of empowerment, proportionality and transparency with the GDPR, but the UCPD does not have similar requirements for legitimacy, accountability and security.

Based on Art 3(1) UCPD, the regulation applies to commercial practices during and after a commercial transaction,168 and during a pre-contractual phase, where dark patterns usually manifest. It means it covers the advertising, sales and contract performance stages, including the agreement to the processing of personal data the use of personal data for delivering personalized content, and the termination of a contractual relationship.

As clarified by the Commission Notice with the Guidance on the interpretation and application of Directive 2005/29/EC,169 published in 2021, the scope of the directive is broad: it can also cover commercial practices such as capturing consumer attention, which results in transactional decisions such as continuing to use the service (e.g. scrolling through a feed), to view advertising content or to click on a link.170

There are already several attempts to classify dark patterns with taxonomies that utilise the classification structure proposed by the UCPD.171 The attempts show that the current unfair commercial practices list needs to be updated. The debate on dark patterns is not the first occasion this exigence was emphasised. The UCPD was in fact, the piece of legislation most affected by the changes introduced by the already mentioned Directive 2019/2161,172 which broadened the object of the regulation, including not only goods and services but also digital services and digital content (e.g. practices dealing with advertorials and ranking of offers, ticket reselling and two practices related to the online reviews), and consequently adapting it to the particularities of the rising digital market173. Moreover, as aforementioned, DMA and DSA will interact with the UCPD to access the average consumer test (see section 5.1).

Currently, there are some scholars’ attempts to identify the architectural correspondence between some types of dark pattern and unfair commercial practices: there are, for example, dark patterns practices belonging to the information asymmetry category that could fall within the provisions of Articles 6, 7, and the Annex I (Blacklist).

The unfair nature implied in the asymmetry could be represented when clause: (i) provides incorrect information, (ii) withholds certain critical information, and (iii) provides or presents information misleadingly to deceive consumers. The practice of ‘free choice repression’ could be included in Articles 5, 8, 9, and Annex I; or the absence of information transparency would unfairly unbalance the relationship between consumers and traders.

There are various degrees of severity of manipulation.

Dark patterns, such as confirm shaming, could be included in Articles 8 and 9 UCPD if (1) the trader uses threatening or abusive language to manipulate consumers or (2) exploits a specific misfortune or circumstance to influence consumer judgements. Also, undue influence exists when a trader exploits a position of power about the consumer to apply pressure if it is ‘likely to significantly impair the average consumer’s freedom of choice or conduct’ (Art. 9 UCPD).

New hypotheses of unfair commercial practice require testing the efficacy of the current fairness test, as the following paragraph will take into account (see section 5.3).

Pragmatically, within the marketing field, the personalisation of services or advertisements may lead to the exploitation of traditional and emerging users’ vulnerabilities: EU consumer law contains significant barriers to effectively addressing such misuse.174 Personalised marketing communication encompasses different communication techniques, all involving interactions between companies and consumers, data collection and processing by companies and delivering marketing products.175 This is the reason why, to date the behavioural targeting of consumers falls into the nexus of data protection, competition, and consumer law. At this intersection of laws lie normative concerns about balancing social welfare, the preservation of consumer choice, and the creation of trust within the internal market.176 It offers consumers several benefits, such as increased relevance and credibility of communication, but at the same time, by targeting personal characteristics, such tactics make individuals more susceptible to persuasion. They blur the lines between persuasion and manipulation: this can be seen as a threat to individual autonomy and a risk for economic harm177.

For example, online behavioural advertising, based on inferential analytics to target consumers based on data about their online behaviour, can amount to a misleading action or a misleading omission according to Articles 6 (misleading action) and 7 (misleading omission) UCPD, as well as an aggressive practice according to Article 8 (aggressive practice) UCPD.178

Consequently, in cases where these personalised tactics are related to a contractual or, more generally, a commercial intent, the UCPD applies and prohibits these practices based on the average consumer benchmark. It also provides that the unfairness of practices is likely to affect only a group of consumers who are particularly vulnerable to the practice, because of their mental or physical infirmity, age or credulity in a way that the trader could reasonably be expected to foresee, shall be assessed by the impact on the average member of that group.179

With the study conducted by the BEUC on the concept of digital vulnerability about the UCPD,180 researchers have suggested that in digital markets the vulnerable consumer is no longer the exception, nor is the average consumer the rule. Instead, every consumer could be considered to have a persuasion profile, making them more or less vulnerable to certain practices and at specific times (See Chapter III). As it will be further demonstrated in the following chapter, case law, too, contributes to a great extent to investigating the ‘images of consumer’ as a current benchmark because they form the foundations for various EU policies oriented towards the goal of consumer protection.181

The realistic picture of dark patterns’ impact on the UCPD framework has to be completed by acknowledging the already quoted report recently published by the European Commission, entitled ‘A behavioral study on unfair commercial practices in the digital environment: dark patterns and manipulative personalization’:182 the overall purpose of the study is the identification of problematic business-to-consumer commercial practices used in the digital environment, in particular manipulative personalization. Remarkably, the report, based on experimental studies, underlines that in terms of protective measures against unfair practices:

‘the transparency-based remedies are ineffective for countering dark patterns and manipulative personalization practices for average and vulnerable consumers. Instead, remedies that have more potential for reducing consumer detriment include the prohibition of the most harmful practices, which are not yet blacklisted in Annex I of the UCPD or other EU legislation, and the imposition of a fair/neutral design obligation on traders. Furthermore, the distribution of the burden of proof or argumentation may have to be rethought to rebalance systemic digital asymmetries. However, remedies should go beyond regulatory interventions and involve businesses and the designer community directly, for example by developing guidelines and practical examples, which allow them to determine ex ante whether the practices that they are considering may be unfair’ (see more in Ch. III).183

In sum, the recent study report for the Commission and empirical data testified that the traditional remedy based on transparency assessment is insufficient to cope with dark patterns, and it indicates that it is necessary to integrate it with other different legal remedies, functional to guarantee fair and neutral design structures and interface. After all, in the consumer digital market, the same concept of algorithmic opacity required to be analysed by distinguishing the technology-based opacity inherent to the design choices from relational opacity toward users.184

5.3 Weakness in the current fairness test

A fairness-oriented approach concerns all the regulatory policies involved in this research. Thus, as it is an overarching assessment mechanism, the fairness test is functional both for balancing the party interests and for maintaining market efficiency and welfare, and it deserves special attention to verify if and how it can allow these policies to come closer to enforcing protection against dark patterns.

In data protection law, fairness is strictly interconnected with two key principles: lawfulness and transparency. Several provisions of the GDPR (recitals 60, 71; Articles 5, 6) expressed the double nature – substantial and procedural – of the principle, and they indicate that GDPR aims at assessing the balance between different parties interest by discipline detailed, lawful, and transparent data process, by placing controllers in charge of how they comply and balance fundamental rights and interests.185 In the light of the DMA and DSA Acts, how increased competition between intermediaries would likely shift the problem addressed from the stage of data analytics to that of data acquisition must be considered.186

In data protection, fairness is the mitigation of imbalances that create situations of vulnerability.

Indeed, in the context of consumer protection, the discipline of unfairness is mainly contained in the unfair terms directive and in the unfair commercial practices directive.

Based on Article 5(1) commercial practices should be prohibited if they are found to be unfair under the fairness test, which is structured through several layers. Generally speaking, for a practice to be considered unfair, it must amount to (a) a practice which infringes the requirements of professional diligence and may materially distort the economic behaviour of the ‘average consumer’ of a product or service; or (b) a practice which is likely to distort the economic behaviour of a ‘vulnerable consumer’; or (c) a practice determined to be misleading or aggressive; and (d) a practice included in the blacklist of unfair commercial practices (Art. 5 UCPD).

There is a tight relationship between Article 5, Article 9, and Annex I UCPD. They form a ‘three-step test’ for determining if a commercial practice is unfair: (1) whether the practice appears on Annex I, the regulator will consider the practices unfair and prohibited without the need for a case-by-case assessment; (2) determine whether such practice is misleading (Arts 6 and 7) or aggressive (Art. 8) by using harassment, coercion, or undue influence (Art. 9); and (3) check whether such practice infringes the requirements of professional diligence or the trader has targeted vulnerable consumers. The practice will be considered unfair If any of these tests are satisfied.

The described legal assessment system formally applies to dark pattern clause or design, but not all trader exploitation will impair consumer judgment. In order to determine if a selling practice is aggressive under Articles 8 and 9 UCPD, the practice must impose unfair limitations on average consumer freedom of choice or conduct concerning the product or service. Again, case law played a significant role in merging the two concepts of Articles 6 and 7 on misleading and missing information and aggressive practices in Articles 8 and 9.187 However, this combination is not without problems as it was recognized as being unacceptable considering the overall structure of the Directive. Articles 8 and 9 deal with forms of commercial practice that qualify as unlawful for reasons other than ‘information deficit’. However, considering the nature of harm provoked by dark patterns, it seems unrealistic that more or better information can help the consumer make a better decision. The consumer is locked in the institutional design of data exploitation strategies. There is no way out; even if there were a way out, information is not the appropriate tool. One might argue that the consequence would be to read deficits in digital architecture as elements that contradict the prohibition of misleading omissions.188

Often, the trader does not provide false or misleading information nor conceals necessary information. ‘Undue influence’ can be exerted by words and but by exploiting a position of power over the consumer to apply pressure.

From a different perspective, an interpretation of what constitutes an aggressive practice emerged in the case law of the ECJ, which would assist regulators and traders. It reflects the difficulties in defining aggressive practices to the extent that they are tied to human behaviour, and it is a sorely needed guidance, going beyond the phrasing of Art. 8–9 UCPD.

It has been noted that while the ECJ has contributed to clarifying the notion of fairness in the consumer law field, it has not contributed as well to defining fairness under data protection law. The GDPR in particular.189 The merit has to be mainly attributed to soft law policy documents that investigated practical technics for implementing fairness. Indeed, the Fifth Check individualized five evaluation criteria for fairness and promoted the construction of a ‘fairness by design’ involving designers while extending consumer protection duties to the design community (Ch. III).

6. The perspective of competition law

The viewpoint of competition law serves the purpose of completing the framework of reference. Incentives of intermediaries, advertisers and consumers can structurally be misaligned when revealing consumers preferences. In EU competition law, fairness has been interpreted as a reference to broad guarantees of equal economic opportunities and equal procedural treatment.190

Competition law presents several interconnections with consumer law and data protection law, and for this reason, it deserves better attention and efforts to be more integrated with the other disciplines. Ultimately, the market must offer consumers options for them to choose through legal tools (also market tools) designed to guarantee lawful data collection and utilisation.191

As a premise, digital manipulation should, in many instances, be seen as anticompetitive. However, antitrust law has typically viewed efforts to persuade consumers as forms of competition or even procompetitive behaviour.

The anticompetitive nature has been attributed to dark patterns by courts and scholars recognising that digital manipulation induces consumers to increase purchases, eroding user ability to act rationally. Amazon, for example, uses data about previous purchases to recommend additional purchase items to its customers.

These circumstances empower platforms to extract data and build market power. The aforementioned OECD Report ‘Dark Commercial Practices’ (Oct., 2022),192 highlighted that, in addition to the impairment of autonomy, some dark patterns (e.g. drip pricing; subscription traps) could cause substantial financial loss.

A recent example is a decision of the Italian Competition Authority (AGCM) published on Feb. 23, 2023 against a company operating digital marketing services, which imposed a fine of € 300.000, finding several GDPR violations, including the use of dark patterns to obtain users’ consent.193 The company operated marketing campaigns on behalf of its clients, via text messages, emails and automated calls. Its contacts database contained data collected directly through its online portals (offering news, sweepstakes and trivia), as well as data purchased from data brokers. During the subscription process, the user was asked for specific consent relating to marketing purposes and the data sharing with third parties for marketing. If the user did not select either of the checkboxes, a banner would pop up, indicating the lack of consent and displaying a prominent consent button. The site also displayed a ‘continue without accepting’ option, but this was placed at the bottom of the webpage – outside of the pop-up banner – in simple text form and smaller font size, which made it less visible than the ‘consent’ button. The Garante, then analysed the problematic ‘double opt-in’, and the ‘Invite a friend’ options.

Thus, deceptive practices could potentially harm consumers collectively by weakening competition and sowing distrust, and could disproportionately harm specific consumers, such as less educated consumers or children.194

The following arguments demonstrate why antitrust law is applicable.195

On the one hand, information is a key element that connects competition law and data protection law: the ability to collect analyse, and disseminate personal information, represents the core of the economic value at the platform’s disposal. Data extraction and the acquisition of relevant data allow the identification of relevant insights to profile and influence users. Scholars qualify conventional privacy as a benefit of competition.

Antitrust enforcement should go further in promoting decisional privacy, and regulators should work to establish more robust interconnection between antitrust enforcement and decisional privacy.196

As anticipated, the ECJ has lastly ruled on the problem of the blurring of lines between competition and data protection with the (see section 4.1) decision C- 252/21 of 4 July 2023 that the Federal Cartel Office may also take into account data protection regulations in the context of antitrust decisions. The proceedings before the ECJ go back to the decision of the Federal Cartel Office in the Meta (Facebook) matter decided by the Bunderskartellamt (02/2019),197 which prohibited Facebook data policy to collect and processing user data through Instagram, WhatsApp, Oculus, Masquerade and Instagram, combining information with the Facebook.com user accounts, without the user’s consent. In practice, Bundeskartellamt prohibits Facebook from combining user data from different sources. The BKA ordered Facebook to adapt its data policies.

Meta filed a complaint against this with the Düsseldorf Higher Regional Court (OLG Düsseldorf). This submitted various questions to the ECJ in order to clarify how certain provisions of the General Data Protection Regulation ( GDPR) are to be interpreted and whether the Bundeskartellamt may also take GDPR standards into account in the context of antitrust decisions.

In the case of 2019, the German Competition Authority (Bundeskartellamt or BKA) was the competent Authority because the case was qualified as a competition law case in Germany. The ECJ examined if Facebook has a dominant position in the German market for social networks. The extent to which Facebook collects, merges, and uses data in user accounts constitutes an abuse of a dominant position. Facebook’s terms of service and the extent to which it collects and uses data are in violation of the European data protection rules to the detriment of users.198

The BKA went through the traditional steps of defining the relevant market, establishing Facebook’s dominant position and laying out a theory of abuse. The BKA concludes that Facebook is in a dominant position. In specifying the exact nature of the abusive behaviour, the BKA relies heavily on the GDPR. The Court of Justice remarks that NCAs are not replacing the role of data protection supervisory authorities because they do not act within the powers and tasks conferred upon them under Articles 51(1) and 57 of the GDPR (para 49).

Be that as it may, the Court of Justice plays out with the argument of accepting the consideration of the GDPR within the broader context of antitrust and extends it into recognising that the access and the use of personal data are of great importance in the context of the digital economy, especially with regards to those business models providing their financing through the marketing of personalised advertising. Hence, the argument goes, the access to personal data and the fact that digital platforms may process that data (after collecting and linking them into large datasets) may be considered as a parameter of competition between the undertakings in the digital economy.199

From a different perspective, antitrust intervention could also be functional in strengthening consumer protection.200 Competition law addresses imbalances to the detriment of consumers, albeit from a different angle compared to consumer law. In a seminal piece on consumer sovereignty, the division of labour between competition and consumer law has been described, and antitrust violations have been identified to impair the ‘menu of options’ available to consumers.201

Scholars argued that online manipulation can overcome free will and generate anticompetitive effects,202 because they consider consumer attention the most valuable resource in platform markets to exploit information about consumer preferences for their interests.

To this purpose, design becomes the mechanism that allows platforms to catch and maintain the so-called attention cycle: designs could extend the time consumers spend on the website, expediting a sort of consumer brain dependency.203 Anyhow, there are different levels of impact of digital architecture on consumer attention, as well as distinctive consequences: the main distinction – it must be remembered – it is between persuasion and coercion (see Chapter I).

Different jurisdictions have ruled that persuasion is inherent in competition, consequently, it does not determine infringement of antitrust law;204 while coercion determines an anticompetitive conduct.205 EU competition law preserves the function of the internal market, consequently fairness is not its focus, notwithstanding it is mentioned in Articles 101 and 102 TFUE, and it indirectly contributed to addressing uncompetitive practices.

Looking at the issue of the qualification of digital designs under the behaviours qualified as anticompetitive and punished by the antitrust authority, one can observe that, on the contrary, the same tool, the design, used fairly can play a key role for struggling anticompetitive designs.

While algorithmic transparency and algorithmic accountability principles have been discussed earlier because they need to be incorporated from the design phase of the product or application, competition policy has specific implications that are not often taken into consideration ab origine by the design architecture. It would be worth informing design to effective principles to struggle with the opacity and complexity of algorithms used by platforms to catch consumer preferences.

6.1 The idea of ‘competition by design’

The proposal to take legal advantage of the ‘competition by design’ mechanism should, first, be interpreted as a suitable complement to strengthen traditional competition law enforcement in an increasingly algorithmic market reality.

The aim is not to replace the traditional legal tools because there is an inherent admission that improved competition protection could be obtained through ex-post enforcement and protection through ex-ante measures powered by algorithms. This is based on the acknowledgement that there is a relationship worth exploring between competition protection ensured to a great extent through ex-post enforcement and protection through ex ante measures powered by suitable technology.

The flexible human interpretation of norms and regulation might conflict with the rigid computer language.206 The idea of ‘competition by design’, as expressed by the EU Competition Commissioner – Commissioner Vestager – could respond to the exigence to ensuring algorithmic accountability in competition law. The Commissioner argued:

‘[c]ompanies need to think from the start about how to use data without hurting consumers. And if they do, there’s no reason why Big Data and competition should conflict’.207

The compliance of competition by design, as inspired by data protection regulation, would aim to ensure that competition principles are appropriately embedded into the design of the technology so that the benefits of algorithm-based markets become more readily available to consumers. If market actors increasingly conduct their business by using algorithms, ‘designing in’ compliance seems quite promising and could promote a forward-looking understanding of competition enforcement in algorithmic markets. Pricing algorithms, for example, need to be built in a way that does not allow collusion.

The advantages of the design tool for competition law enforcement are clear to politicians and scholars, but it is not as clear how to integrate competition policy principles into a design.

Distribution and differentiation of responsibilities for the architectural design that allow the interaction between firms and consumers via algorithms could avoid leaving the power to verify the compliance of the design with competition law principles to only a few platforms.

Specific skills must belong to those who will assume the role of implementing compliance by design: they need to be able to nudge the design of the powerful tools available to market actors in a direction that complies with well-established competition values without locking it into a specific technological paradigm. This demands an understanding of what technological developments could be more useful safeguarding good functioning market processes in the interest of consumers.

Consequently, the ‘by design approach’ could be effective if the designers are fully aware of the substantive competition law subject matter, the economic knowledge of anticompetitive effects, and the knowledge of technology and software development. It means that competition compliance by design can become an effective tool only if it is based on an open and constructive dialogue involving all interested stakeholders, including the enforcers, firms, computer science experts, designers and providers of algorithms, academia, and consumers.

Designers must focus on the preventive decisions that are taken and lead to a technical architecture that precludes anticompetitive behaviour. Automation, which is seeking to replicate competition law in computer code, is by far the most impactful among them. Generally speaking, preventing of illegal conduct based on implementing of self-enforcement technologies understates that law provisions can be automated. However, the extent to which law can be automated is still debated.208

A potential ‘self-restrain’ solution to control competition could consist in ‘instructing’ the design algorithms not to collect the categories of data that expose the firm to antitrust liability. Alternatively, even if the data was collected and processed, algorithms could be restrained in taking the consequential decision not to compete, such as not aligning to specific price variations of individual companies.209

From a merely technological point of view, there are also issues to solve. For example, the learning algorithms of the competition-friendly design learn from unclassified data through a trial-and-error logic. This implies choices on training data. Admittedly, algorithms could gather insights from specific available data flows that might expose the firms to competition law liability. Moreover, when it is too complex or costly to modify the algorithm learning process, the firms can introduce filters to modify the prima facie responses of the system.

Lastly, it has been observed that competition by design is unlikely to be achieved solely by focusing on automation: other design techniques should be explored to ensuring that markets work in the interest of the consumer.210 Some of these measures lie at the crossroad between competition policy and related policy areas, in particular consumer protection and data protection.

Considering this, the EDPS proposed the establishment of a Digital Clearinghouse to bring together agencies from the areas of competition, consumer, and data protection willing to share information and discuss how better to enforce rules in the interests of the individual.211 The Digital Clearinghouse could offer a suitable tool and framework to engage, both conceptually and practically, with other measures.

To exemplify the reason why initiatives, such as the Digital Clearinghouse, are needed, it is sufficient to think about the issue of market power in consumer law, which raises the question of whether every abuse of a dominant position violating EU competition law could also be qualified as a violation of the UCPD. As stated in recital 8 of the UCPD, it indirectly protects fair competition and abuse of dominance for ‘conduct which is directly exploitative of consumers.212 Consequently, the concept of market power can be incorporated into an assessment of a UCPD violation, even if not every monopolist, or market actor with significant market power, breaches the UCPD. Vice versa, not every exploitation of consumer irrationality violates the UCPD.

Dominant market actors that exploit of consumer cognitive errors should be under stricter assessments of EU consumer law, particularly in digital markets. The special regimes the proposed DMA and DSA envisage for digital platforms show that the European Commission tend to reflect on their market power outside of the ‘competition law box’. From a substantial point of view, the design must reproduce all of these interconnected protections, including competition requirements.

6.2 Anticompetitive dark patterns 

Theoretically, a dominant firm could abuse its power by lowering the privacy and data protection it offers consumers. The free movement of data is, in fact, a new fundamental freedom in a data-driven economy and the result of a dynamic check and balance between different interests and principles, all belonging to the crossroad area under examination.213

For this reason, the refusal of companies to grant access to data and the adoption of non-transparent contractual conditions for the data-policy could arguably constitute an exploitative abuse in some jurisdictions.214 Competition Authorities in different countries have recently issued significant cases of dark commercial practices.

One of the first European Competition Authority to intervene was the Italian Antitrust Authority (AGCM), which fined Facebook € 10 million in late 2018, recognizing that the famous social network had engaged in unfair business data practices breaching the Italian Consumer Code implemented the UCPD.215

The conduct detected by the AGCM concerned the claim by which Facebook induced users to register on its platform: ‘it’s free and it will be free forever’.

The Antitrust sanction was later revised by the Regional Administrative Tribunal (in short: T.A.R.) Lazio, with the ruling on December 18, 2019.216 T.A.R. Lazio upheld the AGCM’s sanction on the point, stating that Facebook should have informed the user that by activating an account, they would have to submit their personal data for commercial purposes.

According to the T.A.R., the social network was obliged to comply with clarity, completeness and non-misleading information principles provided by consumer law.217 In particular, the AGCM stresses that the information was expressed with complex and detailed technical specifications and indications were unclear, fragmented into different sections, and without adequate evidence of the commercial use of the data. Insights were not immediately accessible, without any evidence in favour of the consumer, who could not, therefore, use of a comprehensive and easily accessible unitary information framework. In this case, a so-called layered information was used: it is obtained according to the layering technique, widely employed on the web, which consists of dividing information into different levels so that it is easier for the user to understand.

The Authority considered that Facebook exerted undue influence on registered consumers by pre-selection of the broadest consent to data sharing by placing restrictions on the use of the website when consumers decided to limit their consent to dissuade them from doing so.

It is interesting to note the differences between the mentioned Italian decision and the decision of the Higher Regional Court of Düsseldorf (Oberlandesgericht) on the case Facebook v. Bunderskartellamt of August 26, 2019,218 which rejected the appealed decision for lack of competence. While the AGCM proceeded against Facebook on the assumption of a violation of consumer law, as the Authority has both competencies in the field of consumer law and in that of competition law, the Bunderskartellamt is exclusively competent for antitrust law (specifically for the violation of the section 19 and 32 of German Competition Act, the GWB).219 Notwithstanding the critics, the German Authority was able to rule the case, under competition and antitrust law, while civil Courts are competent for unfair commercial practices.

Firstly, the BKA greatly justifies its reliance on the GDPR to establish a competition law infringement.

Instead of focusing on the Commission’s position,220 the Bundeskartellamt relies on the case law of the German Federal Court of Justice, which considers contract terms abusive if they violate the German Civil Code (in particular when a party with superior power imposes such terms). By analogy, the BKA holds that ‘the European data protection regulations must be considered when assessing whether data processing terms are appropriate under competition law.’ As the GDPR does not aspire to complete consistency of enforcement, competition authorities can also consider and interpret its provisions within the specific assessment to assert that the access and the capacity to process are relevant to the competitive dynamics, as clarified by the ECJ ruling of 4 July 2023.

Contrary to the Bunderskartellamt’s assertation, the Oberlandesgericht argued that Facebook’s data policy does not cause any competition damages. There were no exploitative practices which damaged users, nor any exclusionary effects for competitive social network.

Later, with the decision of 23 June 2020, the antitrust division of the Federal Court of Justice decided that the Bundeskartellamt’s prohibition could be enforced.221 There were no severe doubts as to Facebook’s dominant position in the German market for social networks nor can it be doubted that Facebook abuses this dominant position by using the terms of service prohibited by the Bundeskartellamt:

‘the lack of options available to Facebook users does not only affect their personal autonomy and the exercise of their right to informational self-determination also protected by the GDPR. In light of the considerable barriers existing for network users who would like to switch providers (‘lock-in effects’), this lack of options also exploits users in a manner which is relevant under competition law, since due to Facebook’s dominant position, the user is no longer able to effectively exercise its controlling function. According to the Bundeskartellamt’s findings, a considerable number of private Facebook users wish to disclose less personal data. If competition on the market for social networks were effective, this option could be expected to be available. Users who consider the scope of the data disclosure to be a key criterion in their decision could switch to other alternatives. The terms of service structured in this way could also impede competition’.222

As far as the relation between data protection law and competition law is concerned, significant are the seven questions the Higher Regional Court of Düsseldorf asked the ECJ, one concerned: (i) the competence of a national competition authority to assess a company’s compliance with the GDPR. According to Advocate General Rantos, while exercising the conferred powers a national competition authority, such as the BKA, law may have considered whether the conduct being investigated is compliant with other regulations, such as the GDPR. This is possible if the competition authority: (i) is carrying out the examination incidentally and therefore without prejudice to the interpretation and the enforcement of the GDPR by the competent data protection authority; (ii) is adopting the interpretation given by the competent supervisory authority and complying with any ruling it has issued with regard to the same/similar conducts; (iii) informs and cooperates with the competent supervisory authority where that authority has begun or is about to begin an investigation of the same practice.

Meta Platforms appealed the decision issued by the BKA before the Higher Regional Court of Düsseldorf, which stayed the proceeding and referred a request for a preliminary ruling to the European Court of Justice which conducted to the widely mentioned decision of 4 July 2023.223

The whole case is part of the broader debate about the role played by competition law, consumer law and data protection law in digital markets due to the overlapping scope of their application, as in the case of services offered by digital platforms.224

7. Preliminary conclusions 

European legal framework aims at counteracting manipulative designs, such as dark patterns, which have been evolving quickly. The frame still underlines the persistent difficulties for legal systems to protect genuine will when these techniques push consumers toward choices that exclusively benefit the provider at the expense of their autonomy.

Firstly, the absence of a general tort for ‘exploitation of cognitive biases’ should be acknowledged.225 This lack could also originate from the dynamic nature of dark patterns which continuously emerge under new shapes: an overarching shift moves manipulative designs with a narrow focus on static user interfaces, towards the inclusion of dynamic designs, relying on data-driven algorithms, which interfere with individual decisions in subtler ways. Also, a dividing line emerges between information/advertising-based commercial practices on one side and non-information based commercial practices on the other side. This line needs to be upheld.

Chapter II has shown that the nature of remedies involved is surfacing at the crossroads between consumer, data protection, and competition policies. Particularly, GDPR and UCPD offer provisions indirectly addressing consumers’ manipulation and relating to digital architecture design. Only recently legal scholars have started to specifically focus on the possible ways to coordinate the intricate legal framework of AI-powered technologies.226

The need for a pluralistic approach to protect consumer autonomy comes up to mix the strengths of one regime, compensating for the weaknesses of the other.

Consumer law and data protection law are not yet a perfect match, and better coordination is suitable to improve digital consumer autonomy protection: in consumer law, the flexibility of the fairness test could, for example, implement safeguards against the practice of using consent to legitimise data collection and processing as a condition for the transaction decision. Moreover, under the UCPD, a breach of the general prohibition of unfair commercial practices (Article 5), the prohibition of misleading (Articles 6–7 UCPD) or aggressive practices (Articles 8–9 UCP Directive) play a role against deceptive designs, as well as, a breach of determinate practices of the UCPD blacklist (Annex I, especially points 5, 6, 7, 18, 19, 31, 20 and 26). Numerous examples can be found in the Commission’s Guidelines on the interpretation and application of the UCPD:227 differently visible buttons, trick questions, misleading free samples and subscription traps, or ‘confirmshaming’.

On the other side, data protection law can inform the interpretation and development of consumer law and thereby help to adjust consumer practices to the demanding modern economy, where personal data processing plays a significant role, as well as through the digital architecture design.

Indeed, dark patterns might constitute a breach of consent and transparency under GDPR, or they can also constitute a violation of the principle of privacy by design (Article 25 GDPR). Several examples can be found in the EDSA’s Guidelines 3/2022 on ‘Dark patterns in social media platform interfaces’ of March 14, 2022.

Lastly, competition law is also relevant, for the analysis’s specific purpose: in digital market the line between the various forms of consumer harms and market failures blur. The enforcement perspective emphasized, as well, the fact that in the digital market, harms prevented by different authorities are inextricably interlinked.

The suitable way to eliminate unfair design patterns in e-commerce, social media, and other user web interfaces is still an open question. Currently, European and National legislators continue to generate new regulations. The most evident steps are DSA and DMA regulations, which implement ad hoc provisions on dark patterns.

For example, the DMA opens the door to requiring huge companies to, at least, acknowledge the risks choice architectures pose to their customers, increasing the quality of the relationship with consumers through a better communication process.

As distinctive scholars recently underlined it, incongruences also exist in new regulation itself. There is no reason why a particular practice should not be able to violate several laws and consequently be sanctioned under several regimes.228 As this chapter has demonstrated, one of the problems that arises in determining whether the DSA will be applied with priority on the regulatory patchwork already applicable to dark patterns.

UCPD and the GDPR take precedence over the DSA (Article 25 (2) DSA), which ultimately fails to establish a clear scope of applicability and make the concrete regulation of dark patterns dependent on EU guidelines. However, even soft law, particularly guidelines, present weaknesses: they require quite a long time to be issued, and there is a risk that those guidelines will mainly address specific dark patterns – like those already listed in Article 25, section 3 – rather than providing an exhaustive solution addressing the actual diversity of dark patterns. For now, interface designers will have to rely on the existing guidance under the UCPD and the GDPR. It has also been argued that the effect of the DSA in this context will depend on the interpretation of the former legislations: it cannot be ruled out that the DSA will affect the interpretation of the UCPD and the GDPR, but it does not seem to have been the intention.229 Dark patterns concerning commercial practices can be addressed by DSA when they do not affect the consumers’ economic interests (e.g. ‘taste and decency’), also including privacy aspects. On the side of privacy, DSA may apply when consumers decisions concern non-personal data.230

Criticalities are still numerous. For example, it must be discussed whether and to what extent fairness of choice architecture is protected by the GDPR and, ultimately, the nature of such fairness. Consumer agencies and organizations play a significant role in defining legal standards. Perhaps this will change with the new Directive on Representative Actions, where the GDPR forms part of the list of consumer legislation that qualified entities can enforce.231

For all these reasons and concerns on peculiarities of data-subject/consumer cognitive vulnerabilities, this chapter has investigated the available rules applicable to choice architectures, individualising the dual basis around which they are developed: transparency and fairness.

Lawful design will combine them. A step forward was made by DSA, although with the expressed concerns.

The analysis underlined the coordination problems between the policies is, primarily, taken on the role of case law, which implicitly or explicitly contributes to assessing the lawfulness of data exploitation strategies. European Court has emphasised that transparency requirement implies that consumers must be able to evaluate the economic consequences of a term or a contract. Transparency is not viewed solely as a procedural control related to the drafting of clear and intelligible contract terms. However, it involves a requirement to effectively inform the consumer of the contract terms and their implications.

Furthermore, adequate protection of genuine autonomy is also troubling because most binding provisions are based on traditional concepts, which do not include the novel characteristics of the exploitation of cognitive bias. The analysis has revealed severe deficiencies in the proper handling of emerging consumer vulnerabilities, mainly because the legal system is not designed for them, being mostly based on consumer cognitive bias. Due to this gap, discrepancy exists between the purposes of regulations in force and their real impact.

A move beyond a narrow legal dark pattern counter-strategy could be achieved, setting incentives for website providers to implement bright interface design features voluntarily.

In this respect, with Chapter II, the practical importance of the ‘by design approach’ surfaced: based on preventive legal thinking, considering the necessity of setting up provisions, norms and principles with an interdisciplinary approach, technology plays an essential role in simplifying and presenting legal rules leading consumers towards a fair legal process through bright patterns.

The preliminary achievements lead to further analyse: (i) the suitable legal model because new interpretations of the law alongside data-driven technologies developments generate unique effects and create different power relationships between stakeholders, which should be considered when an efficient and comprehensive regulation is setting up; (ii) the constraints with traditional legal notions upon which current regulation are based, such as average digital consumer, fairness, trader, vulnerabilities. They do not appear sufficiently ponder fundamental lessons regarding behavioural economy and cognitive sciences contributions.

Following this line of priorities, Chapter III develops the reasoning towards the purposeful analytical insights to improve the coherence of the legal protection for genuine autonomy with the pragmatical challenges of the digital architecture.
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III

REDESIGNING TAXONOMIES AND LEGAL MODELS OF EU PRIVATE LAW TO PROTECT THE RIGHT OF AUTONOMY IN THE DIGITAL ENVIRONMENT

1. Arising protection exigencies for autonomy: a review 

Drawing together the previous findings, this opening chapter outlines the emerging directions along which adequate consumer autonomy protection must be orientated.

Essential outcomes are, firstly, drawn as follows.

Chapter I has described the general challenges of data-driven technologies, emphasising the significant contribution of behavioural studies in grasping the novel nature of consumer vulnerabilities, which required setting up the analysis on consumer autonomy in the light of the evolving Law 3.0 way of reasoning.

Chapter II focused on the analysis of the case-study of dark patterns, describing the complex frame of applicable provisions belonging to data protection law, consumer law, and competition law, specifically concerning transparency and fairness. These two principles must be interconnected to protect consumer autonomy in digital market. Furthermore, chapter II emphasised the fast-evolving types of dark patterns, which predominantly bring together the exploitation of emotional and cognitive digital consumer vulnerabilities. The criticalities posed by dark patterns underlined that the ‘quantity’ of information required by the traditional information approach is no longer the decisive element; instead ‘quality’ of information related to informational visualisation and representation (design) is essential and often decisive, for social changes and individual determination.

Chapter II also described how law in practice, through cases and guidance, has already emphasized the need to go beyond a safe policy field to protect digital consumer autonomy.

Having collected these results, Chapter III projects the main findings toward suitable approaches, models of law and research methods, specifically concentrating on the importance of regulation by design. In this respect, this last step is intended to be in line with the most recent research in European Private law which ‘despite its growth, [EU private law] has remained ‘fragmented’, unsystematic and in part even contradictory in terms of its terminology and values. These structural problems are still evident in recent EU legislation and are unlikely to be remedied in the foreseeable future. For future development, it remains therefore necessary to consider whether and in what way the ‘acquis research’ can be helpful to strengthen the coherency of the EU private law by elaborating overarching concepts, principles, and structures and how it should be further developed with regard to the new challenges’.1

With this purpose, Chapter III sketches out the following three primary legal shifts to approaching the effective protection of autonomy suitable.

First, section 2 considers why and how to implement the fragmentary legal framework applicable in light of the European Authority debate.

Secondly, section 3, concerning the lessons of dark patterns, points out why and how data-driven technologies determine the obsolescence of traditional categories. This second research branch will not only emphasize the evolution and new content that traditional legal notions have acquired but also introduce insights to approach the changing face of weaknesses and protection in EU private law. In particular, vulnerabilities and average consumer are analysed in depth because of their crucial roles in determining the key elements influencing authentic consumer self-determination.

Thirdly, section 4 considers how a suitable regulatory model is required to implement through concrete techno-legal standards and design interfaces for a ‘user-centric’ model, where autonomy is designed ex ante, and with keen attention to the quality of data and the process of algorithmic training. In this way, it will emerge the contributions of other sciences, such as behavioural sciences, to effective implementation and accountable regulation of authentic autonomy protection.2

2. New directions to coordinate a fragmented regulatory program

As previously emerged, the need to implement coordination between regulations triggers the need to go beyond a single policy, identify proper regulatory instruments to protect autonomy when challenged by dark patterns. European private law is characterized by the strategic coordination of sectorial and horizontal regulations.

Therefore, apart from specific prohibitive provisions of dark patterns, data protection law, consumer law and competition law, where information has a predominant profile, have all been shown to be, directly and indirectly, functional to protecting the right to autonomy in the digital environment. 

For example, one of the areas in which dark patterns are discussed more is that of the pre-ticked consent box or consent to cookies, consequently, data protection law acquired a crucial importance (Ch. II).

Briefly, the GDPR is a comprehensive law that supports other regulations. Unlike the previous data protection law (Data Protection Directive 95/46, and in the e-Privacy Directive), GDPR contains an evolved concept of consent: a primary legal tool to protect user self-determination. Further clarification and specification of the requirements for obtaining consent, pragmatically compliant with regulation, was added with the Guidelines on consent under Regulation 2016/679,3 adopted on 10 April 2018 by the WP29 and the Guidelines 05/2020 on consent under Regulation 2016/679, adopted on 4 May 2020 by the Edpb.

The jurisprudential interpretation over the years has always contributed to individualizing remedies for harms caused by effective will and substantial consent. The interpretative function, exercised by judges, recently remarked on rationales better coordinate different policies to protect values and rights belonging to a data scientist. This is clear in the ECJ C- 252/21 decision of the Facebook/Meta proceeding, which brought the interface between antitrust and rules on data protection to the international debate.4

Considering the changeable nature of dark patterns, an intrinsic limit of GDPR familiar to many other Regulations, it is the fact that it is not based on earlier empirical studies on consumer behaviour when consent is given in a data-driven technological context.5 This could be a crucial impediment in order to protect consent under dark patterns pressure, as these digital designs exploit cognitive and emotional human resources.

The horizontal EU consumer law acquis shows that many consumer Regulations can address misleading and unfair design. Like data protection law, consumer law is aimed at strengthening consumer rights, with specific attention to their ability to make informed decisions. Nevertheless, as previously affirmed, even if the New Deal for Consumers adopted by the European Commission in 2020 contributed to modernizing the context and to improving the enforcement tools – for example, with the representative actions for the collective interest of consumers – for the new features of the market, the efficiency of the informational approach is limited with regards to data-driven technological applications.6

Steps forward have been taken. In general, it has been observed that European Authorities intervene with specific provisions for dark patterns (e.g. DSA) because the existing regulation, such as GDPR, cannot include the multitudes of different tactics. They can’t fall under the unique umbrella concept but truly impact in different ways and cause several types of harm to the data-subject/consumer consent.

Likewise, the relationship between consumer law and data protection law, and even between data protection law and competition law, is identified as a cooperative interrelation, considering:

‘consumers are also data subjects, whose welfare may be at risk where freedom of choice and control over one’s personal information is restricted by a dominant undertaking’.7

The ‘integrationist approach’ accepts the incorporation of privacy arguments into the competition law framework. The GDPR, the UCPD and the UCTD should be understood as laying down a common fairness field at both substantive and enforcement levels. All three legislative measures can be broken down into requirements on standardization and individualisation of legal relations. This holistic perspective allows for finding commonalities and for a mutual transfer of the rights of consumers whilst respecting the particularities of each legislative measure.

As this research highlights, the coordination of different regulations and domains do not only offers positive insights but also problematic issues to resolve, mainly focused on how to achieve a suitable correlation.

Gaps and overlapping rules are frequent. For example, DSA allocate responsibilities only with reference to non-commercial practices, leaving aside all the other potential data-control actors. Alternatively, GDPR is often integrated by soft law, which, pragmatically contributes to increasing legal compliance when concerns about the homogeneous application of rules arise.

Institutional debate was recently widely spread towards these problems, in the wake of the European Commission is proposal of a New Consumer Agenda (2020), which aims to analyse whether additional legislation or other actions are needed in the medium term to ensure equal fairness online and offline.8

With the subsequent EU Fitness Check on digital fairness (2022), the Commission wished to concretely determine whether the existing key horizontal consumer law instruments remain adequate for ensuring high consumer protection in the digital environment. The Check has a general nature, as the provided program will cover five main evaluation criteria: effectiveness (fulfilling expectations and meeting its objectives); efficiency (cost-effectiveness and proportionality of actual costs to benefits); relevance (to current and emerging needs); coherence (internal and external with other EU interventions or international agreements); and EU added value (producing results beyond what would have been achieved by Member States acting alone). Depending on the results, the follow-up outcome of the Fitness Check could take the form of a new legislative proposal, an improved implementation through better enforcement and guidance, or further monitoring.9

During the second Annual Digital Consumer Conference held on 21 November 2022, the European Commission announced that the event was dedicated to investigating the digital aspects of consumer policy. Specifically, the central theme was ‘ensuring fairness and safety for consumers in the digital world’, where stakeholders underlined the necessity to reflect on whether the existing EU legal framework is still fit for purpose. Several panellists answered negatively, considering consumer law not sufficiently fit to tackle digital asymmetry, which is a structural state of power imbalance between consumers and traders (that, notably, have access to consumer data).

One panellist called for putting forward a ‘Digital Fairness Act’ that would tackle the issues hitherto not satisfactory manner addressed by recent legislation.

Several panellists underlined the importance of taking a holistic approach, both when assessing the legislative framework (notably how consumer law interplays with data protection, competition law, the Digital Services Act, Digital Markets Act, AI Act etc.), but also concerning the enforcement.10

With specific regard to dark patterns, uncertainty exists about the interplay of UCPD and DSA, and there are concerns about the grey areas in which many designs could be placed. This is the reason why it is doubtful if they can be assessed by the UCPD fairness test. This situation ‘has a massive chilling effect [of legal uncertainty] on the enforcement of the law, as there is a great risk of having to bear litigation costs, including the costs of the defendant’.11

Insights come from the intent to increase the effectiveness of consumer protection.

Precisely, stakeholders proposed to introduce the reversal of the burden of proof; a new duty of care to ensure fairness by design; and the further addressing of personalisation practices, including targeted advertising that amounts to commercial surveillance and personalized pricing, the prohibition of dark patterns, and the protection of minors. Notably, the proposal relating to the reversal of burden of proof deserves attention: data exploitation strategies structurally disadvantage the consumer and can potentially infringe consumer rights. Data exploitation strategies in light of the broader legal architecture, remind to contract law, where business organisations elaborate standard terms before concluding a contract and impose them on consumers, whose only choice is between ‘take it or leave it’. Negotiations on pre-formulated standard terms are the exception to the rule, that was why Directive 93/13/EEC Article 3 (3) has shifted the burden of proof for the existence of preformulated contract terms to the supplier. This kind of reasoning can be transferred to data exploitation strategies.12

The profile of enforcement has also been widely debated. European competencies in the enforcement area are limited. However, the proposed Enforcement Package, part of the New Deal for consumers, will improve it, attributing more power to the European Commission, such as power for investigations.

It was also noted by the panel that ‘as regards private enforcement, the artificial intelligence Act does not, at the moment, include the possibility of collective redress through the Representative Actions Directive and therefore, in a mass harm situation caused by an AI system, consumers may not have a right to seek collective redress’. Indeed, some other participants had a different view, promoting the need for public enforcers to acquire more investigation powers, such as unannounced inspections and IT tools to effectively detect, monitor and sanction unfair practices.

In the wake of this institutional debate, academics also developed their analysis towards the needed equal fairness online and new criticalities that the digital consumer must face. In particular, the initiative of the European Law Institute (ELI) should be mentioned: the Institute mandated academics to respond to the Commission’s public consultation – a questionnaire – focusing their attention on potential suggestions to improve EU consumer law for the benefit of consumers.

On 20 February 2023, ELI submitted the response to the Commission,13 which was also publicly presented and discussed during the webinar on 27 April 2023.14

The proliferation of dialogue between stakeholders reveals the intent to set up a co-regulation process, based on interdisciplinary participation, to develop a standard set of criteria. The primary intent will be not to apply to the digital economy and society legal rules without seriously by analogy considering the role and function of organizations from civil society.

3. The disruption of traditional legal concepts

The start of the discussion about the impact of (technological) design on legal concepts implied in this analysis lays down a widespread consideration: the traditional distinction between average and vulnerable consumers, rooted in consumer law, no longer holds up. This could be read as well as a corollary of the expansion of the European contract law, which initiated a profound change in structures and principles that distinguishes European contract law in the transition to the digital age from the first phase of its development.15

Following this line of reasoning, among other things, the discussion toward the traditional legal ‘coordinates of references’ surfaces again: by way of example, scholars have already recognised the problematic connection between the assessment of transparency and the identification of the proper legal benchmark, which it might not be the (UCPD) average consumer.16

Empirical findings show that the level of awareness does not determine the capability to resist dark patterns17, which are devoted to exploiting cognitive bias. Consequently, protecting the right to autonomy needs to be reconsidered in light of the evolution of traditional legal concepts and premises.

Referring to the following subsections, this introduction towards two of the central concepts for the research (section 3.1, and 3.2) – vulnerability and average consumer – aims to contextualize the specific need to review them within the more general narrative of the disrupting effect of technologies.

Nonetheless, the awareness that a multiplicity of academic approaches exists when considering the impact of digital technology on traditional legal concepts: some are based on the symbolic ‘law of the horses’ debate,18 some others are more moderate, contemplating only the need of adaptation.19 Thus, two premises must be settled when reviewing traditional concepts and categories.

From a functional point of view, when the object of investigation is techno-scientific, the relationship between socio-legal and scientific paradigms can reveal the tension within a wider understanding of the phenomena, which calls for different disciplinary tools, even integrating law into the cultural context.20

Apart from the increasingly urgent need for an interdisciplinary approach and the consequent use of different methods of analysis, such as quantitative and empirical ones (section 4.2),21 it is also necessary to observe the complex nature of legal matters, as an endemic feature of the object of study. The adjective complex must be considered as a ‘scientific parameter’, where instead of the traditional predictable standards, unpredictability and inhomogeneity become common references to explain real phenomena.22

A complex, or adaptive system comprises a plurality of interconnected and interdependent elements whose dynamics are based on models and experimental representative patterns. Blockchain is an example. Methods based on computer simulations are required to analyse these systems. It is the so-called agent-based model: a computational model that identifies the components (individual, collective, organisations or groups) and assigns each of the technical parameters, according to which managing the interactions between the variables and translate, thus, information into numbers. Rationales governing the functioning of technologies are heterogeneous because they inform different, sophisticated, agent-based models.23 Recently, agent-based systems have been applied to humanities. Economics has been a pioneer domain in this field, as it is an example of a complex system: although it functions through recurring logic, it evolves unpredictably.24

For what it concerns specifically the two crucial features of transparency and explainability, which are relevant for the goal of autonomy protection, technological tools enable human experts to improve the understanding of the connection between the system’s inputs and outputs, intervening at the programming stage with the task to reduce the technology-based opacity from the very beginning, or through subsequent actions.25

Thus, complexity science is functional in understanding social dynamics. There is, for example, an analogy between artificial intelligence and legal systems: they are composed of several interconnected and dynamic units. This harks back to the concept of legal transplant that leads the researcher to consider which elements impact reality, also through other research methods.

The complexity of legal systems requires research tools and approaches suitable to overcoming epistemic barriers.

From this last perspective, the openness of comparison as a method can offer vital support to understanding the cognitive process based on categories which organize legal knowledge. Among other things, when such categories are based on cognitive errors, there is a risk that they turn into rigid cages to prevent the progress of knowledge.26

3.1 From vulnerabilities to digital vulnerability

Today, one of the concepts discussed mainly by scholars is vulnerability.27 Indeed, choice architectures impact on consumer autonomy, firstly, focusing on a new understanding of the benchmark based on which a commercial practice must be assessed,28 which is composed by two basic concepts: the average consumer and the vulnerable consumer. The two concepts are interdependent on each other, and they can’t be viewed separately, at least from a perspective of private law. Consumer law essentially tends to protect users as the weaker party in commercial relationships. It enables consumers to act as active and autonomous market players.29 For practical reasons, the two notions will be explored separately (sections 3.1 and 3.2), to emphasize how their evolution marks a parallel trend towards the incidence of bias on the decisional process in the digital consumer meaning.

The current paragraph sketches out the evolution of the concept of vulnerability. In particular, the trajectories relate to: (i) the change from vulnerability, as a concept relating specific groups of persons to a general context-dependent feature where ‘external’ elements of the digital environment impact every digital consumer; (ii) the blurring of lines between different categories of law and different European policies due to the multidimensional and dynamic nature of digital vulnerability, which require further translation into manageable issues functional to providing a whole protection.30

Under the first point (i), it is worth moving from the current concept of vulnerability based on specific groups. Notably, the discipline is provided under European consumer law particularly by the UCPD.

Starting from the legislative definition, Article 5 (3) UCPD describes the vulnerable consumer as a member of a ‘clearly identifiable group of consumers who are particularly vulnerable to the practice or the underlying product because of their mental or physical infirmity, age or credulity in a way which the trader could reasonably be expected to foresee’. A limited role of the clause emerged during recent years in legal literature and case law.31

The provision must, first of all, be framed in the broader theoretical context of vulnerability, as arose over the years in EU law and case law, to understand that the constrains of the traditional category of vulnerability in circumstances where dark patterns damage consumer, is not a novel issue. Many other past situations underlined the inadequacy of the unique category of vulnerability in protecting many kinds of disadvantaged consumers.32

To sum up, the legislative vulnerable consumer referred to Art. 5(3) UCPD focuses on ‘internal’ consumer characteristics that affect their ability to adequately deal with commercial practices (mental or physical infirmity, age, or credulity). In cases where vulnerability was a factor for assessing whether a practice qualifies as either misleading or aggressive, literal interpretation leads judges to consider the perspective of a particular group of vulnerable consumers.

Enlarging the frame of references for vulnerability, with particular attention to situations where the consumer is acting under the pressure of advertising, advances in vulnerability literature have criticised the approach of identifying groups of vulnerable users because it appears disconnected from social reality.33 Even the distinction between average and vulnerable consumer introduced by the UCPD has been considered too rigid due to the fact only members of one of the consumer’s groups considered vulnerable (i.e., mental or physical infirmity, age or credulity) should be ensured of a higher level of protection.34

Distinguished scholars proposed a different interpretation of vulnerability, essentially opposite to the one expressed by the UCPD. This proposal pointed out that every consumer can be vulnerable depending on the situation,35 meaning that vulnerable consumers are not the exception: they are the rule because they all can be constantly manipulated.

In the BEUC report, this is referred to as digital asymmetry because, according to the study ‘the distinction between external and internal digital vulnerability can be neatly translated into the UCPD through the concept of digital asymmetry’.36

Asymmetry entails businesses having a powerful position that cannot be balanced out simply by providing the consumer with information and evaluating whether the average consumer/vulnerable consumer understands it. Instead, digital vulnerability might entail another understanding of consumer vulnerability.

To understand vulnerabilities in the digital society, it is essential to realise the properties of such digital choice architectures. Digital choice architectures can be developed on a much larger scale with fewer chances for the consumer to detect them. This consists of behavioural manipulation, exploitation of vulnerabilities, omnipresent personalization affecting freedom of choice, and the rise of the largest digital platforms. Contemporary businesses do not limit themselves to targeting clear vulnerabilities; entirely on the contrary, the real competitive edge resides in identifying circumstances and personal characteristics that make a person vulnerable but have not yet resulted in actual vulnerabilities.

Digital choice architectures are designed to infer vulnerabilities, that can be considered the product of digital consumer markets. As consumers keep using the same services, apps, or platforms over time, the commercial entities offering those services, apps, or platforms will be able to collect and analyse more user data and, as a result, be better able to identify exploitable vulnerabilities. So far, the usual asymmetrical nature of commercial relationships become even more significant.

A similar critical consumer literature also expressed concerns about tracing a sharp distinction between vulnerable and average consumers.37

Following this path and switching to the second emphasised point (ii) of this paragraph, European policy documents demonstrate the transposition and dissemination of academic insights towards vulnerability, opting previously for abandoning the static definition.38 The fact that some consumers may be more vulnerable than others determine a dynamic nature of the concept of vulnerability, which depends on ‘external’ factors: including contextual, relational, and situational factors.39

The issue was even more discussed with regards to the increasing of new forms of personalized strategies based on individual biases, weaknesses, preferences, and needs that can make every consumer vulnerable.40

Algorithms and digital design can catch the circumstances under which persons can be rendered vulnerable with important implications for consumer law (e.g. market environment). According to Helberger:

‘with digital practices, commercial messages are only one part in a larger, systemic approach to influencing consumer behaviour. The message is part of the system and can no longer be separated from the technical infrastructure that generates it, because it is a result of […] an ‘adaptive persuasive system’. Accordingly, to evaluate commercial practices in terms of their fairness, it is not enough to evaluate the message; the systemic set-up and the way technology shapes the relationship between consumer and advertiser should also figure prominently in such an analysis’.

Contemporary digital choice architectures offer an infrastructure to identify and exploit a wide range of vulnerabilities by design. An additional perspective that requires elaboration is the relational nature of vulnerabilities in the digital society. People are not (just) vulnerable in total isolation; more often than not, it is precisely people’s relational ties to others that cause them to be influenced.

The needed change for the notion in question also induces rethinking the applicable legal framework because, while technology and human biases impact the effectiveness and appropriateness of the information and consent paradigm, how the information is presented has also acquired great importance.

In sum, the UCPD will only become a powerful instrument if the hypothesis that external-structural asymmetries would be qualified as aggressive practices in line with Articles 8 and 9 UCPD or if its basis is rethought: indeed, the clause on misleading practices focuses on the ‘information component’ of commercial practices, but the more significant and more important question pertains to the structural power relations that are introduced by contemporary digital choice architectures.

When considering digital asymmetry, lawyers should make space for interpretation beyond power imbalances, getting away from the individual responsibilities of the ‘stronger party’ and remarking on the structural effects of how the technology is used.

Digital asymmetry must not be reduced to information asymmetry; even suitable legal protection does have to be reduced to information infringement: the consumer is structurally and universally unable to understand the digital architecture, and information in whatever form cannot remedy the existing asymmetry.

The consequence is that a solution in the existing body of consumer law must tackle the structural side, the digital architecture, by means other than information. Thinking digital architecture involves legal experts from the very beginning of the design process: this could contribute to preemptively investigating the issue of coordination between applicable regulations, as well as managing the integration between law and behavioural sciences knowledge about consumer’s attitudes and behaviour. Since the beginning, this approach could also help tackle digital asymmetry, as a structural unavoidable condition, reducing inequality.

There are different opinions about how to frame and discipline digital asymmetry. Some consider the interpretation of digital asymmetry in the form of data exploitation strategies under the prohibition of misleading actions and misleading omissions as a dead-end street.

Others start from the premise that data exploitation strategies could and should be regarded as commercial practices and that the scope of application of the UCPD remains open, above and beyond the GDPR. A holistic perspective requires including data exploitation policies in the analysis, which are enshrined in standard terms and can, therefore, be submitted to judicial control under the UCTD. The three legislative measures, though different in scope, are claimed to be based on a common denominator: ensuring that consumers are treated fairly when acting as data subjects as regards their privacy concerns, as addressees of commercial practices, or as contracting partners.

In this manner, the EU is institutionalizing market fairness, only if a common benchmark cuts across the different legislative elements. The legislative architecture of the fairness test has to result from the interplay between standardized forms of data exploitation strategies and non-standardized policies, with which different forms of legal remedies can be associated.

As carefully suggested in Chapter II, it is possible to discover elements inherent to the current provisions that not only define the scope but also lay the ground for the control architecture.

For instance, Article 2 (1) of the GDPR applies to the processing of personal data wholly or partly by automated means.

Then, several provisions of the UCPD show the analogous footholds: Article 2 (1) pointed out that commercial practice means any act, omission, course of conduct or representation, commercial communication including advertising and marketing, by a trader, directly connected with the promotion, sale or supply of a product to consumers; Article 11a (1) indicates that consumers harmed by unfair commercial practices shall have access to proportionate and effective remedies, including compensation for damage suffered by the consumer and, where relevant, a price reduction or the termination of the contract. Member States may determine the conditions for the application and effects of those remedies, and they can take into account, where appropriate, the nature of the unfair commercial practice, the damage suffered by the consumer and other relevant circumstances. Based on Article 3 (1), a contractual term which has not been individually negotiated shall be regarded as unfair if, contrary to the requirement of good faith, it causes a significant imbalance in the parties’ rights and obligations arising under the contract, to the detriment of the consumer. Point (2) of the same article indicates that a term shall always be regarded as not individually negotiated where it has been drafted in advance and the consumer has, therefore, not been able to influence the substance of the term, particularly in the context of a pre-formulated standard contract.

Moreover, even when referring to vulnerability, attention should be drawn to the legislative architecture of the fairness test. It is important to connect this concept to the interplay between standardized forms of data exploitation strategies and non-standardized policies and the associated forms of legal remedies.

To conclude, in the EU agenda, vulnerability seems to go beyond consumer law, to consider, for example, to what extent abuse of the digital market will impact on collective and individual rights, and generally following the path of researching an intersectoral legal regulation and remedy area.

3.2 From the ‘average consumer’ prototype to the digital vulnerable consumer

Because of the changes implicated by the renovated idea of vulnerability, better defined now as digital vulnerability, the concept of the average consumer has undergone an equivalent transformation. The notion of consumer represents a centrepiece of European consumer protection law and has served as a benchmark for legislation and law enforcement. Indeed, the whole idea of dark patterns sits uneasily with the UCPD benchmark of an average consumer, as it has traditionally been understood.

The ‘average consumer’ paradigm was first introduced by the ECJ, then crystalized in European private legislation, leaving very little room for exceptions. Initially, only the exception of the vulnerable consumer was introduced by Art. 5 of the Directive 2005/29/EC (UCPD). Subsequently, it was also referred to the Consumer Rights Directives (recital 34 of the CRD). Rooted in recital 18 and Art. 5(2) UCPD, the benchmark of the average consumer is reasonably well-informed, observant and circumspect, considering social, cultural and linguistic factors. In its extensive case law, the ECJ tends to refer to the ‘weak’ consumer who requires protection.41

The concept of ‘vulnerable consumer groups’ was already part of Directive 97/55/EC, which amended Directive 84/450/ECC concerning misleading advertising, including comparative advertising where, however, the notion was only referred to in recital 22 and employed to enable a Member State to maintain, or introduce, stricter bans on marketing methods or advertising which target vulnerable consumer groups. The Directive is now repealed by Directive 2006/114/EC, which applies only to business-to-business relationships, and the reference to the vulnerable consumer has accordingly been removed.

The original scope of the provision was to prevent the exploitation of consumers whose characteristics make them particularly vulnerable to unfair commercial practices, such as children or people with specific disabilities. In practice, a fairness test must be balanced differently in case of individual fragilities (physical disease, psychological suffering, socioeconomic problems, such as poverty, age (minors and elderly people), allowing the modification of the criteria in the context of the proportionality test.

This is the authentic legal meaning of average consumer and vulnerability, but the concepts are wide and described many ways by legal literature over the years.

From a de jure condito perspective, this average consumer is still relevant when assessing the fairness of a particular practice.

This concept has been criticized for being a prototypical personification of an average consumer: ideally, a UCPD average consumer does not have cognitive biases, which is, of course, unrealistic. Based on behavioural studies, all people, or at least the (average) majority, even educated people, experienced cognitive biases. Empirical studies demonstrate some dark patterns greater or lesser effectiveness within heterogeneous population samples.

Nevertheless, the emergence of the dark pattern phenomenon does not represent the first occasion for lawyers to express such reservations.42 Case law, too, over the years, has considered the evolution from homo oeconomicus to homo heuristicus prototypes.43

Earlier famous ECJ cases, such as Mars ruling,44 testified to the adoption of the traditional consumer standard as such.

Instead, more recent case law, assuming the flexibility of the standard, orientates the content to the contributions of behavioural economics and cognitive science. Teekanne case, on a package design of foodstuffs, is a well-recognized case for stating the necessity to ’update’ to the concept.45 It has also been interpreted by scholars by the findings of behavioural economics.46 The Court ruled that it is unlawful to use a package design for a fruit tea that gives the impression that an ingredient is present when it is not in fact, and this is apparent solely from the list of ingredients on the fruit tea’s packaging. The listing of ingredients in compliance with food labelling requirements may, even though correct and comprehensive, be incapable of sufficiently correcting a consumer’s erroneous impression from the overall package design.

Therefore, if the concept is qualified as a flexible standard, it should also be able to change as more behavioural insights are gained and underlined by academics commenting on case law.47

One could counter that the concept of ‘average’ is an indicator of the perception that not everyone is alike. However, the problem then might be that the difference is measured only through an evaluation of three pre-defined, similar and somewhat unrealistic elements (well-informed, observant, circumspect).

Even though the concept has been rightly criticized, the challenge is that we undoubtedly require benchmarks for businesses when they develop advertising, consent forms and other types of information or structures, as well as when they shape the digital architectures of their websites. A benchmark supports collective actions and removes the focus placed upon the individual consumer, and their consent/understanding.

Recently, the request for preliminary reference judgement was submitted by the Italian Consiglio di Stato to the ECJ (Consiglio di Stato, sez. VI, 10.10.2022, n. 8650):48 it concerns the interpretation of the notion of ‘average consumer’, in light of behavioural law and economics insights. In practice, the highest Italian administrative jurisdiction asks (sub let. a) whether the concept of ‘average consumer’ canonized by the Directive 2005/29/EC fits squarely within the «classic concept of homo economicus», or if the archetype of the consumer should instead be redefined, considering the ‘findings of the most recent theories on bounded rationality’.49

Ultimately, the expected ECJ interpretative judgment, considering the interplay between law, behavioural science, and consumer behaviour, will have to decide whether to abandon the traditional notion of the average consumer because it is unrealistic or to update concerning ‘external’ factors, more in line with real consumer behaviour. Given the relevance of cognitive aspects and the specificities of digital architectures, a possible shift could be from average consumer to vulnerable consumer.

Alongside ECJ case law, the political and academic debate addresses the same topic from the same perspective. With the response to question No. 19 of the ELI report, dedicated to ‘Adapting the Concept of the ‘Average Consumer’ or ‘Vulnerable Consumer’,50 the Institution aims to find out if the concept of the ‘average consumer’ or ‘vulnerable consumer’ could be adapted, or complemented by additional benchmarks, or factors. The report’s authors recognized that the standard’s flexibility encompasses all situations at all times, and it can change with the development of society.51 They also underlined that such flexible standard does not guarantee legal certainty. Consequently, businesses could not know the expected standard of such a consumer in advance, with obvious criticalities for providing adequate information.

Therefore, one can argue that the ‘average consumer’ of the UCPD is at risk of being manipulated by dark patterns and that the same concept must be interpreted in such a way that it incorporates biases.

Indeed, according to one of the conclusions of the BEUC study: the average consumer’s ability to discern the use of dark commercial practices in the digital environment is limited.

Findings demonstrated that there is a significant portion of average consumers make inconsistent choices, which may suggest that in the online context, both average and vulnerable consumers are susceptible to unfair practices. This is why even when consumers are well informed and given enough time to make a transactional decision, their choices are often still inconsistent with their preferences.52

Other recent empirical studies confirm that ‘the level of awareness did not play a significant role in predicting their ability to resist manipulative designs. This finding implies that raising awareness on the issue is not sufficient to shield users from the influence of dark patterns’.53

In conclusion, there is no guarantee that the ECJ will engage with behavioural studies, to profoundly reviewing the standard notion. Therefore, it should be clarified that the ‘average consumer’ has biases that can be exploited using dark patterns. This is also why, in line with the conclusions of recent public academic events,54 it could be argued that observations about the potential substitution of the average standard with the standard of the ‘vulnerable consumer’, or the ‘average digital consumer’ could be more realistic, without forgetting the necessity of avoiding the risks of a generalization of behaviourism.55

4. Towards the suitable legal model

To tackle the problem of the necessary multidimensional protection of the fundamental right to autonomy, even narrowing down the analysis to the private law perspective of consumer autonomy requires reflecting on suitable business and regulatory models able to capture the complexity of empirical situations within an evolving benchmark standard.

Nevertheless, the various forms of structural asymmetry (digitally mediated relationship, choice architecture, architectural infrastructure), the nature of the fundamental right under examination, and the different forms of power (e.g. economic and intellectual power) in the hands of businesses are all factors to take into account because of their impact on the balance between regulation (ex ante approach) and civil liability regimes (ex post approach). In other words, it should be considered to what extent it is necessary to go beyond the coordinated approach of the institutional complementarities (regulation and liability regimes) to enforce alternative regulatory instruments to address the specific challenges posed by digital architectures.56

Considering the applicable traditional legal approaches separately, the previous chapter offered many reflections to support them with a more relevant thinking towards the by design regulation.

To sum up the findings achievable from Chapter II. From an ex post perspective, and given its structural architecture, remedies available in case of misleading information are various: the hypothesis to qualify data exploitation strategies as commercial practices have far-reaching implications for exercising control parameters.

Data exploitation strategies should be understood as sales promotion measures, and it is an external element for the consumer, often becoming a source of digital vulnerability. Consequently, remedies cannot be based on actions for the breach of the information paradigm, which governs the assessment of misleading advertising. Remedies available must be found in many policies. While the GDPR provides some guidance on the formulation of privacy notices, it leaves room for interpretation because the notices published on different websites, vary widely in terms of the user interface, their functionality, content, and formulation. Nevertheless, a certain number of doubts exist when considering if GDPR provisions (e.g recital 43; Art. 7(4) are a suitable legal ground for ensuring the quality of the consent that does not exclusively depend on the data controller’s market power level. For example, a distinction based on firms’ market power is not yet available and could help in this sense.

To consider a more general observation, if data exploitation is qualified as an unfair commercial practice, UCPD and consumer law will be applied; if data is collected and processed by an organization to extract economic value by exploiting its economic power, it will be identified as an anti-competitive practice, and remedies from competition law will be applied.

The problem with the multitude of remedies offered by the several involved policies is enforcement, also relating to ensuring that data used to develop Big Data and AI applications meet quality standards.

With regards to the ex ante perspective, looking at the pervasive role played by the GDPR, an accurate analysis deserves its ‘one-size-fits-all law’ model in the wake of a variety of technologies.57 Practically, EU legislation in digital matters exerts direct and indirect influences on public and private actors around the world.58

Data-driven technologies introduce new risks and concerns for protecting consumer autonomy, which is not explicitly taken into account by EU data protection law. This means the current model is inadequate to provide the same protection and tools for many kinds of disadvantaged consumers who can fall under the general category of harms, or vulnerability. Instead, targeted measures based on the recognition of the diversity of all consumers would provide greater protection.

This profile also offers the occasion to reflect on the adequacy of the standard: GDPR addresses the processing of personal data by automated means.59 Automation implies standardization, but it is also true that data may be used to target consumer groups or consumers individually. This means that the degree of personalization varies according to the algorithm used to evaluate the collected data.

In various passages of the previous chapter, the idea of reinforcing the regulation by design emerged as an ideal approach which deserves further attention because it looks suitable to implement the ex ante regulatory framework through interdisciplinary collaboration.

For all these reasons, it is worth exploring the role and potentiality of legal design (section 4.1.), focusing on the legal model for legislating and the prerequisite to set it, such as interdisciplinary research method (section 4.3).

4.1 The legal design

In current times, the effort to combine regulatory intents with attention to their legal design has received much attention from scholars and policymakers.60 Indeed, by designing choice mechanisms aware of data subject informational vulnerabilities, the data controller will be able to support the consumer’s autonomy and empower him or her.

Legal design patterns are essential problem-solving tools that can prevent disputes and be reused for coping with recurring problems,61 triggering, for example, a more transparent and understandable communication,62 based on recognized good practices and efficient standards.

Initially, design patterns were practical techniques mainly employed in computer science and other fields.63 Only belatedly, they were employed for digital architectures, gaining a crucial role in legal design.64 Legal design can be identified as a discipline that combines law, technology, and design to create user-friendly legal documents and, more generally, make the legal system more accessible to people.65

Thinking from the perspective of legal design means focusing on ex ante regulation, adopting what the Nordic School identifies as a Proactive Law approach: this is a new dimension added to Preventive Law,66 based on which it has been commonly said that thinking like a lawyer is not sufficient.67 Thus, legal design is based on proactive law approach, which is ‘about enabling and empowering – it is done by, with and for the users of the law, individuals and businesses; the vision here is of a society where people and businesses are aware of their rights and responsibilities, can take advantage of the benefits that the law can confer, know their legal duties to avoid problems where possible, and can resolve unavoidable disputes early using the most appropriate methods’.68

With these words, recital 1.5 of the Opinion of the European Economic and Social Committee on ‘the proactive law approach: a further step towards better regulation at EU level’,69 describes that the future-oriented approach aims to promote what is desirable and maximizes opportunities while reducing risks.

With the scope to choose regulatory tools, it is important to measure how the goals are achievable for EU citizens and businesses because predictability, sustainability and foreseeability are basic requirements for a well-functioning, citizen- and business-friendly legal environment.

To act in advance by including effective rules by design allows meaningful and direct communication to the recipients of the rules.

The primary intent is to control a situation and nudge the determinant factors instead of applying remedies once damage arises.

This goal will encounter the European purpose to set up a so-called Better Regulation,70 by providing a new way of thinking, taking as a starting point the real-life needs and aspirations of individuals and businesses.71

Consequently, the strengths of the preventive legal approach, which pragmatically is concretised by an optimal mix of regulatory means, will imply an active and effective participation of private powers, as well as the consideration from the very beginning of not only economic and legal but also social and ethical aspects, constructing consumers-oriented solutions.72 This aim implies the need to share a standard understanding of terms, definitions, descriptions, limitations and interpretations within common frames of reference, focusing on the model laws approach, rather than on detailed harmonisation.

The methodology for obtaining this result would start from collaborative actions between several stakeholders.73 Projects should be required to be based on an interdisciplinary approach apt to involve lawyers, ethicists, communication experts, informatics. The essential importance of interdisciplinarity deserves further attention to grasp how to work in this direction; this is why a specific consideration will be dedicated within paragraph 4.3.

From a more practical point of view, the necessary research tools are exploratory techniques, like ‘sketching’ or ‘mapping’ out different solutions, or even creating the so-called ‘provotypes’. They are all ways to test different solutions or potential scenarios.74

The increasing interest in such perspectives testifies to the changing nature and origins of the contemporary process of legal change, which predominantly depends on the informal processes, criptotypes, and social practices75. Nowadays, legal change is complex and non-linear, often provoked by the undistinguished action of domestic, national, transnational and global processes, as the interaction of a two-dimensional action, collective and individual.76

The implementation of different rules and principles by design, all functional to guarantee consumer autonomy, will capture all the instances for a renovated and more coordinated approach to autonomy when challenged by deceptive digital architectures.77

The reasoning toward the paradigms of transparency and fairness in the previous chapter has already demonstrated the necessary change of the protection model in order to avoid deception by digital architectures.78

Designers will play a pivotal, relevant role in constructing fairness. As scholars already noted, it is likely that as it happens in data protection law with the provision 26 GDPR, which imposes obligations onto app designers, new regulation about dark patterns in consumer law should impose consumer protection duties onto the designer community.79

‘Fairness by design’ setting involves designers. Such an extension to system design may not be relevant to the UCPD’s objectives, but it would be essential for effective regulation to contrast dark patterns. To reach this aim, self-regulation tools, such as a specific code of conduct for designers could also be functional in setting up a higher standard than that provided by the UCPD. Supplements should be encouraged to end the current uncertainty and incompleteness found in the application of the UCPD to dark patterns.

Enhancement of industrial self-regulation might emerge with attention to the legal design. Corporate Digital Responsibility initiatives around the globe also guide the ethical use of digital technology and recommend measures that may help businesses be transparent and respect the consumer’s freedom of choice. These modern exigencies expressed through soft law can be easier and more effectively considered if implemented by design.

Examples are already in place. The French data protection authority (CNIL) has developed cases-studies of user interfaces aimed at helping designers comply with the GDPR.80 Similarly, the EDPB Guidelines 3/2022 provide practical recommendations and best practices for designers and users of social media platforms on assessing and avoiding dark patterns in digital platforms that infringe GDRP requirements.81

The objects that this design could focus on are various. Fairness by design and transparency have already been considered (Ch. II). The legal design can also include the principles and aims of competition law. Competition enforcers could then provide practical guidance on how firms could go about ‘designing in’ competition compliance. Thus, for instance, a useful principle derived from the related concept of privacy by design could be that firms should endorse the value of making proactive ex ante risk assessments and reducing the probability that algorithms will negatively affect competition.

Beyond the implementation of specific goals and principles by design, the important role acquired by ‘governance-by-design’, meaning the general purposeful effort to use technology to embed values, could demonstrate that private powers could contribute to implementing the same democratic process of the legislative public powers.82

It is necessary to develop proper rules to guarantee effective public participation, purposeful debate, and relevant expertise to rely on governance by-design. ‘Designing technology to ‘bake in’ values offer a seductively elegant and effective means of control’ that requires maintaining a flexible design, privileging a human-centric approach, ensuring technical expertise and regulators’ authority, and guaranteeing an open process of policymaking.83

Mainly, a user-centred approach, driving human forces behind the design process are humans is essential when regulating technologies.84

4.2 How to design fair algorithms? An open debate between lawyers and computer scientists

To do a step forward in constructing the protection of autonomy through digital architectures, it is necessary to consider the lively debate on the meaning of fairness in the context of decisions based on statistical predictions and machine learning models. Indeed, the issue of algorithmic fairness is a crucial topic of debate which involves mainly – but not exclusively – lawyers and computer scientists.85 Barocas and Hardt emphasized that:

‘entire disciplines have embraced mathematical models of optimal decision making in their theoretical foundations. Much of economic theory takes optimal decisions as an assumption and an ideal of human behaviour. In turn, other disciplines label deviations from mathematical optimality as ‘bias’ that invites elimination’.86

However, it is necessary to comprehend the nature and potential bias of algorithms fully. Chapter I already showed market automation is based on algorithms that do not take into account consumer meta-preferences.

Ignoring meta-preferences – which may be inaccessible to the algorithm- and instead focusing on the preferences suggested by previous consumer choices could reach an output/result that does not exactly predict plausible, meaning authentic and timely, consumer market choices. This potential ‘deviation’ between the consumer choice and the authentic preference is a circumstance that can hardly be demonstrated by the fundamental principle of protecting the freely given consent, both for the data-subject and the consumer entering a transaction.

Thus, the central problem is how to reach a fair outcome. Challenging conversations arise when a specific definition of fairness needs to be selected.

For instance, many fairness definitions compare the prediction of a decision process for different groups to the actual outcome. These group fairness measures can be simplified according to three main concepts of fair outcomes: independence, separation, and sufficiency.87

Against the background of diverse conceptual foundations of fairness, it isn’t easy to specify precisely what the term means about AI. Some indication is to be found in the so-called Ethics Guidelines for Trustworthy artificial intelligence that have been published by the High-Level Expert Group on artificial intelligence,88 an independent expert group that European Commission set up. The Guidelines count fairness among the ‘four ethical principles, rooted in fundamental rights, which must be respected in order to ensure that AI systems are developed, deployed and used in a trustworthy manner’.89

However, for the fast development of data-driven technologies, concrete implementation instruments must be set up by joint initiatives involving lawyers, computer, neuroscientist, etc.

Authentic neuro-scientific interpretation of behaviours can help to get closer to the legal concept of fairness to the algorithmic implementation of fairness.

The exemplary field of robotics has already emerged where the governance of robotic issues is influenced by design and vice versa.90

As robot technology becomes more commonplace, design aspects will become increasingly important. In designs, engineers are required to work together with other scientists such as computer scientists and experts in human disciplines like ethicists, lawyers, and anthropologists. The need for integration between different disciplines expanded because it helps support holistic human-robot interaction design.

The design community has established many methods for engaging artefacts. It has branched out into subfields, such as interaction design and product design, which are highly relevant to the same human-robot interaction. Designers have unique opportunities to improve robotic products overall appeal and usefulness well beyond their technical functions and capabilities. The working method, essentially, aims to explore upcoming issues with a reciprocal exchange of information and advice. This will respond to the need to face complex issues undertaking opportune concrete actions, in design or manufacture. Not only do legal solutions require technologists’ contribution to understanding complex technological applications, but also the scientific disciplines could reach appropriate findings and set up proper technological features based on the earlier involvement of social sciences.

4.3 The contribution of comparative methodology to think interdisciplinary when setting a legal design

The Proactive Law approach is based on a mix of methods to reach the desired objectives.

The integration of research approaches is needed to analyse the legal aspects of data-driven technologies.91 Generally observing, in social sciences, it is commonly hoped that disciplinary barriers will be removed,92 to set suitable goals.

Suppose there is no doubt in affirming the necessity to take an interdisciplinary approach to the regulation achievable by design. In that case, there is uncertainty about how to do it, and how to develop a suitable team working between stakeholders to realize it. All the previous considerations on algorithmic fairness testified it.

To identify the proper setting for the interdisciplinary work involving law,93 a contribution can be given by legal comparison as a method.94

Notwithstanding the absence of an equal reciprocal exchange between law and other sciences due to limits commonly attributed to lawyers’ attitude of approaching issues with very specific cultural baggage full of technical and domestic legal notions,95 comparative law seems to be one of the most fruitful fields for experimenting with researches involving other sciences, because it is interdisciplinary by its very nature.96

Certainty, over the decades, different comparative law schools of thought have concretised the inherent interdisciplinarity of their field in different ways and with different degrees of integration of knowledge.97 Nowadays, comparative law goes beyond doctrinal analyses that identify legal transplants or similarities and divergences between jurisdictions. It embraces the authentic meaning of those similarities and divergences, often discovering and emphasising their concrete roots that often have non-legal origins. Furthermore, to explore a legal issue or inquiry is not sufficient to investigate the content of legal rules, but also the implicit sources and values underpinned by it.98 For this reason, Barbara Pasa and Gianni Sinni noted that:

‘law and graphic communication design studies share the reflection on the relationship between alphabetical writing and visual codes in the formulation and communication of complex messages. While recognising the dominance of verbal language in human communication, at least in our cultural context, both law and graphic communication design specifically acknowledge that not all writing is alphabetical (such as in China) and that not all writing is verbally oriented (such as the graphic symbols used to represent numbers’.99

A lot will depend on the research question and on researchers’ ability to conduct a deep comparative analysis.100 Scientific and technological subjects often require us to look at the phenomenon holistically.

The interdisciplinary perspective creates multiple methodological issues within comparative law. For example, the comparative lawyer needs to deal with linguistic specific terminology; integrate different research methods suitable for the different relevant disciplines – e.g. quantitative, qualitative- of data collection and analysis, and find standard objective parameters to evaluate findings and publications. This requires, on the one hand, clearly focused research aims and questions to ensure the feasibility of the project. On the other hand, the project should not be too abstract, narrow, or specialised to be meaningful beyond disciplinary borders. Comparative law studies can contribute to understanding the importance of deciding how to set up the research question to reach a suitable level of integration of knowledge.

The need for a preliminary understanding of the techno-scientific features means that lawyers need to be endowed with specific personal skills: the capacity to inquire, interact with, and understand different perspectives and adopt different methodological approaches and different ways of thinking.101 These skills are often not facilitated in traditional Western legal education as it is settled in separate disciplines.102

Indeed, the recent interest in comparative law for empirical methodologies contributes to bridging the gap, offering suitable tools.103

The functional features of technological applications are only one of the fundamental aspects requiring a wider analysis perspective. The effect that new technologies have on society and the complex relationship between progress, law, and all the different factors influencing them – perceptions, economics – requires the comparative lawyer to be able to integrate knowledge that acts at different levels, such as epistemic, structural, and planning.

At this point, new technological challenges incentivise a new effort to reach authentic interdisciplinarity, distinguishing the level of interaction between disciplines by carefully pointing out the research question. The meaning attributed to interdisciplinary is evolving – even in the overseas context.104 Posing the questions that need to be answered implies that a lawyer must have the ability to differentiate the several levels of integration between disciplines: with a basic level of interdisciplinarity, the same research question is settled up as traditional legal research, then considering other academic disciplines in order to answer it; with more advanced integration, research questions can be characterised by not only a legal nature, or incorporate quantitative and socio-legal methods into legal thinking; or combining the two interventions.105

One of the fascinating aspects at stake, when an interdisciplinary arena of stakeholders plans a legal design of a digital architecture is the need to analyse the deep mechanism of human nature and the functioning of the human mind. Following the observation expressed by the OECD with the report on ‘consumer vulnerability in digital age’, ‘more evidence on consumer vulnerability is needed. Research has to date mainly focused on certain personal attributes and circumstances, such as age and income, rather than external conditions (e.g. digital market practices), individual states (e.g. emotions) and other attributes or circumstances (e.g. geographical remoteness). Traditional empirical methods, such as surveys, behavioural experiments, complaints analysis, focus groups and interviews, are promising avenues for capturing data on several less-researched factors. Though studying the temporal or contextual vulnerabilities peculiar to the digital environment, may require novel methods, e.g. involving studying ‘digital trace’ data or the outputs of businesses’ algorithms’.106

The contribution of cognitive psychology perfectly responds to what Raffaele Caterina noted in its article – ‘Comparative Law and the Cognitive Revolution’ – about the fact that the study of the mind could support the comparative study of law by posing new questions and challenging traditional approaches.107 Due to the recognized importance of the ability to understand other people’s mental processes for human socialization, and to developing empathetic process108, on one hand, and the importance of comparison to be based on collective knowledge, and sciences relate to human mind become mutual essential to formulate and investigate research questions on complex issue about human-computer interaction through digital architectures and designs.
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CONCLUSIONS

This research has started from an explicit acknowledgement: in the digital market, it is a weak narrative to focus consumer autonomy exclusively on informed choice protection.

As suggested in Chapter I, adopting the fruitful Law 3.0 approach helps to understand why current policies and guidance reflect a shift towards user autonomy, which embraces a comprehensive vision of the interrelation between consumer and digital choice architectures, to result in ensuring qualitative information, as well as fair design patterns.

Data flows through spaces and across borders, regardless of boundaries. Irrespective of the fact that data evades borders, the law tries to pin it down in various ways and into specific legal policies. The dichotomy is captured by the tension between the formal current protection of consumer autonomy and its concrete efficacy that emerged from dark patterns. This study offers an overview of specific criticalities posed by the digital environment to the right of autonomy within a perspective of EU private law. It also aims to be a starting point for future trajectories in research.

With the persistent uncertainty surrounding the qualification of certain types of dark patterns used by businesses to exploit data, the goal of measuring the regulatory efficacy of autonomy protection becomes complex. The same data can offer different representations of facts, depending on how it is aggregated and matched.

Thus, a preliminary step of the analysis was the pragmatic understanding of the specificities of dark patterns in use and the variety of their purposes that, ultimately, impact on consumer choices. Their fast development and transformation process showed how data exploitation strategies can potentially prejudice autonomy, both through its technological infrastructure, and through how it communicates to the consumer. For this reason, digital consumer autonomy should currently receive protection from rules guaranteeing transparent communication, and from rules protecting fairness. Following this reasoning, Chapter II offered an overview of current regulation and recent case law.

This new ‘combined’ approach to autonomy requires enlarging the picture of regulatory regimes which serve the scope, considering consumer law, but also data protection law and competition law. If, on the one hand, this expansion gives a more comprehensive and realistic vision of the needed protection and coordination, enforcement problems increase too. Lastly, OECD suggested adequate enforcement actions, which have been implemented in response to regulatory gaps,1 and novel methods (e.g. neurophysiological experiments to test vulnerabilities relating to specific cognitive burdens and difficulties).

From a more analytical point of view, this research reaches several findings. Design is crucial, but not everything. More evident is the changing nature of the concepts involved: the harms caused by dark patterns and the relevance of consumer bias to constrain his self-determination ultimately show a shift of impact from bilateral to ‘ecosystem’ transparency. Digital asymmetry interferes with the quality of information and the ability to process data.

In the era of Big Data and artificial intelligence, where aggregated data is used to learn about patterns and decision-making processes, the quality of input data and control of the training phase of algorithms seem to be of paramount importance. Poor data quality may lead to a breach of fundamental rights, undermining trust in the public authorities which use such applications. 

Data-driven technologies can collect user data continuously, allowing choice architects to learn how different users interact in their onlife. The inferred behavioural patterns can be functional to transform the digital environment and to change, in turn, patterns of behaviour to secure suitable outcomes for the seller or platform. The interaction between consumer and market phenomena can exacerbate human cognitive bias and, consequently, his capacity for self-determination.

Furthermore, lawyers must consider the evolving conceptualization of traditional legal categories. For example, a new concept that adequately covers what is empirically discussed in legal and non-legal research, as ‘digital vulnerability’, could solve inquiries related to digital asymmetry through competition regulation, considering the anti-competitive effects of dark patterns (see Chapter II).

All these findings align with the evolution courts in different jurisdictions, already attested: there is a need to individualize the ‘shades’ of traditional concepts to protect digital consumers. Consideration towards the notion of the average consumer in Chapter III testified to this need too.

Finally, insights for suitable legal models emerged from different perspectives. The kaleidoscopic concept of autonomy must be addressed broadly, through flexible standard to catch case-specific interpretations and assess specific and situational individual cognitive bias.

Consequently, thinking in more ‘granular’ terms – such as in terms of personalized law – could better respond to challenges derived from distinctive traits of threats to the fundamental right to autonomy. These emerging traits resulted in relativity, emphasized by the fact that a deceptive design can be tricky for one person and not for another, and transitoriness, proved by the fact that the same dark pattern can affect a person in one situation but not in different circumstances.

The number of jurisdictions taking a holistic approach to addressing digital consumer autonomy by strengthening data quality, data control, and designs across different policy areas is constantly increasing.

Similarly, the role of fundamental rights in the field of private law emphasised the extension of EU legislation to ‘digital matters’ and other new areas, not only for coherency but also, at the same time, to precisely define the relationship between fundamental rights and private law provisions, including the effects of enforcement. For example, DSA, analysed in the previous pages, plays a critical role in increasing transparency, fairness, and accountability with a comprehensive horizontal approach that counterbalances the challenges posed by the private actors’ governance, such as online platforms.

To conclude, regulation by design becomes a functional and flexible approach to building constructive elements for a fair, lawful, and preventive form of data-subject/consumer autonomy protection. For example, implementing transparency by design is expected to contribute to fairness without interfering with the autonomy of market actors. Also, Chapter III exposed the proposal for future-proof development of digital fairness.

The need to reach a commonly accepted understanding of algorithm fairness emerged and testified to the still curvy and long way EU regulation must go to tackle the structural, technological challenges for autonomy.

The exigence to design effective digital architectures, which are complex by nature, cannot disregard the required dialogue between different stakeholders, even at a global level and with informal working tools: an essential exchange to step onto a new legal path toward the protection of a consolidated common core of digital consumer rights.



[1] OECD (digital Economic Papers), ‘Consumer vulnerability in Digital Age’ (June 23 2023) n. 355 available at: <https://www.oecd-ilibrary.org/science-and-technology/consumer-vulnerability-in-the-digital-age_4d013cc5-en> accessed 29 June 2023.


[image: Ti è piaciuto questo libro?]

www.francoangeli.it/opinione

[image: Vuoi ricevere gli aggiornamenti?]


[image: Vi aspettiamo su:]

www.francoangeli.it

[image: Scarica i cataloghi]


OEBPS/Images/copertina.jpg
Giorgia Guerra

Redesigning
Protection

for Consumer
Autonomy

The case-study of dark patterns
in European private law

FrancoAngeli 3





OEBPS/Images/frontespizio.jpg
Giorgia Guerra

Redesigning
Protection

for Consumer
Autonomy

The case-study of dark patterns
in European private law

DIRITTO E SOCIETA

FrancoAngelid





OEBPS/Images/01_Back_cover_a.jpg
/1]
W\

B8RO

Qi & piaciuto?

omunicaci il tuo giudizio su:






OEBPS/Images/Intestazione.jpg
FrancoAngeli

La passione per le conoscenze





OEBPS/Images/02_Back_cover_a.jpg
Vi aspettiamo su:





OEBPS/Images/01_Back_cover_b.jpg
W&

VUOI RICEVERE GLI AGGIORNAMENTI
SULLE NOSTRE NOVITA
NELLE AREE CHE TI INTERESSANO?

@ ISCRIVITI ALLE NOSTRE NEWSLETTER ~ SEGUICI SU: n a\ m\ a

FrancoAngeli

La passione per le conoscenze





OEBPS/Images/open.jpg
OPEN ACCESS
8 la soluzione FrancoAngeli

Lad






OEBPS/Images/02_Back_cover_b.jpg
per scaricare (gratuitamente) i cataloghi delle nostre pubblicazioni

DIVISI PER ARGOMENTI E CENTINAIA DI VOCI: PER FACILITARE
LE VOSTRE RICERCHE.

M afiege!

Market
HR

psicologia b
Pensicoterapia — media

Management, finanza,
marketing, operations, HR
Psicologia e psicoterapia:
teorie e tecniche
Didattica, scienze
della formazione

Economia,
economia aziendale

Sociologia

Medicina, sanita

Architettura, design,
arte, territorio
Informatica, ingegneria
Scienze

Filosofia, letteratura,
linguistica, storia
Politica, diritto
Psicologia, benessere,
autoaiuto

Efficacia personale
Politiche

e servizi sociali

FranooAngeli

La passione per le conoscenze












